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Preface

INTRODUCTION
Most of the security threats in various communications networks are posed by the illegitimate entities that enter or intrude within the network perimeter, which could commonly be termed as intruders. Sometimes a legitimate entity in a system could also be compromised in some way so that an attacker-intended task could be performed for breaching the security of the system. To tackle intrusion of various kinds, we commonly hear about intrusion detection systems (IDSs) and intrusion prevention systems (IPSs) or a combination of both called IDPS (intrusion detection and prevention systems). The main task of an IDS is to defend a computer system or computer network by detecting an attack and possibly repelling it. Successful detection of hostile attacks depends on the number and type of appropriate actions. On the other hand, intrusion prevention requires a well-selected combination of baiting and trapping aimed at the investigations of threats. Diverting the intruder's attention from protected resources is another task. Both the real system and a possible trap system are constantly monitored. Various tasks and functionalities can be thought of under intrusion-related topics in computer, communications, or networking fields:

- Regular checking of the data in computers and systems
- Monitoring and analyzing network traffic
- Analyzing network configuration and vulnerabilities
- Assessing network and data integrity
- Ability to recognize patterns typical to attacks
- Tracking the network policy violations
- Analysis of abnormal activities
- Outside influence and its impact on a system’s security

OBJECTIVE OF THE BOOK
This book compiles the latest trends and issues in intrusion tackling in computer networks and systems, especially in communications networks. It is written for graduate students in universities, researchers, academics, and industry practitioners working in the areas of wired or wireless networking or computer systems, who want to improve their understanding of the interrelated topics.

ABOUT TARGET AUDIENCE AND CONTENT
The target audience of this book is composed of students, professionals, and researchers working in the field of computer and network security especially. Moreover, the book includes some chapters written in a tutorial style so that the general readers can be able to easily grasp some of the ideas in the relevant areas. There are a total of four parts of the book with a total of 19 chapters. These chapters have been contributed by authors from 12 countries.

PART 1: NETWORK TRAFFIC ANALYSIS AND MANAGEMENT FOR IDS
- Chapter 1 - Outlier Detection
- Chapter 2 - Network Traffic Monitoring and Analysis
• Chapter 3 - Using Routers and Honeypots in Combination for Collecting Internet Worm Attacks
• Chapter 4 - Attack Severity–Based Honeynet Management Framework

PART 2: IDS ISSUES FOR DIFFERENT INFRASTRUCTURES

• Chapter 5 - Intrusion Detection Systems for Critical Infrastructure
• Chapter 6 - Cyber Security of Smart Grid Infrastructure
• Chapter 7 - Intrusion Detection and Prevention in CPS Cyber Physical Systems
• Chapter 8 - Encrypted Ranked Proximity and Phrase Searching in the Cloud
• Chapter 9 - Intrusion Detection for SCADA Systems
• Chapter 10 - Hardware Techniques for High-Performance Network Intrusion Detection

PART 3: ARTIFICIAL INTELLIGENCE TECHNIQUES FOR IDS

• Chapter 11 - New Unknown Attack Detection with the Neural Network–Based IDS
• Chapter 12 - Artificial Intelligence-Based Intrusion Detection Techniques
• Chapter 13 - Applications of Machine Learning in Intrusion Detection

PART 4: IDS FOR WIRELESS SYSTEMS

• Chapter 14 - An Introduction to Wireless Intrusion Detection Systems
• Chapter 15 - Cross Layer–Based Intrusion Detection Techniques in Wireless Networks: A Survey
• Chapter 16 - Intrusion Detection System Architecture for Wireless Sensor Network
• Chapter 17 - Unique Challenges in WiFi Intrusion Detection
• Chapter 18 - Intrusion Detection Systems for (Wireless) Automation Systems
• Chapter 19 - An Innovative Approach of Blending Security Features in Energy-Efficient Routing for a Crowded Network of Wireless Sensors

The first part contains four chapters, which deal with traffic analysis and management for intrusion detection systems. Concepts such as honeypots, honeynets, network traffic analysis, and the basics of outlier detection are discussed in these chapters. The second part has six chapters talking about different kinds of IDSs for different infrastructures. The chapters in this part also cover new and emerging technologies and systems such as smart grids, cyber physical systems (CPSs), cloud computing, hardware techniques for high performance intrusion detection, and so on. The third part, with three chapters, is dedicated to artificial intelligence (AI)--related intrusion detection techniques. The fourth part covers intrusion tackling mechanisms for various wireless systems and networks such as wireless sensor networks (WSNs), WiFi (wireless-fidelity), wireless automation systems, and other wireless systems. This part contains six chapters.
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Part I

Network Traffic Analysis and Management for IDS
1 Outlier Detection

Mohiuddin Ahmed, Abdun Naser Mahmood, and Jiankun Hu
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1.1 INTRODUCTION

Outlier detection is an important data analysis task. It is used in many domains to identify interesting and emerging patterns, trends, and anomalies from data. Outlier detection is used to detect anomalies in many different domains, including computer network intrusion; gene expression analysis; disease onset identification, including cancer detection; financial fraud detection; and human behavioral analysis. Among the four primary tasks of data mining, outlier detection is the closest to the motivation of data mining as discovering interesting patterns and modeling relationships are the main aims of data mining research. Outlier detection, also known as anomaly detection, deviation detection, novelty detection, and exception mining, has been widely studied in data mining as well as in statistics and machine learning.

An outlier is a special event or object that is not similar to the rest of the data. Outliers are considered to be important because they may represent significant information that often requires critical actions to be taken in a wide range of application domains. For example, an outlier in a MRI image may indicate the presence of a malignant tumor. Abnormal behaviors in credit card transactions could indicate forgery, and an unusual traffic pattern in a network could mean that a computer is hacked and it is transmitting classified data to an unauthorized destination.

Computer intrusion includes hacking and spreading of viruses and worms across networks to infiltrate a local or remote machine or to cause damage using distributed denial of service (DDoS) attacks. However, an intrusion constitutes only a small percentage of the total network and computer usage that is considered normal usage. This small number of intrusion activities is very different from normal or regular user activities and hence can easily be detected using outlier detection techniques. Outlier detection can be used to identify malicious activities of programs as well as hackers from network traffic data and computer activities.

In this chapter, outlier detection has been introduced along with case studies and explanations of different outlier detection techniques. Existing outlier detection techniques based on various application domains have been discussed. This chapter intends to be a comprehensive reference in the field of intrusion detection and prevention. It can be used as a reference for academicians and also as a suitable textbook for final-year undergraduate and postgraduate students.

We begin in Section 1.2 with the basics of outlier detection. We provide definitions of “outlier” widely adapted in the field. Then we discuss the relationship with anomaly detection, data types, outlier types, evaluation methods, and research challenges.

In Section 1.3, we highlight the data labels and how outlier detection techniques are classified based on data labels. We also mention the output of outlier detection.

Section 1.4 includes the application domain of outlier detection. We discuss few important domains and have included one case study for intrusion detection.

In Section 1.5, we discuss clustering-based outlier detection methodologies. These techniques are classified into two groups based on their output. These are scoring-based and binary-based approaches. We also discuss the merits and demerits of these techniques.

In Section 1.6, statistical-based approaches for outlier detection are discussed in two broad categories, including their advantages and disadvantages. Finally, we conclude the chapter in Section 1.7 followed by necessary references.

1.2 BASICS OF OUTLIER DETECTION

1.2.1 Definition

Out of four primary tasks of data mining, outlier detection is the closest to the motivation of data mining for discovering interesting patterns. Outlier detection has been widely researched from not only the data mining perspective, but also in statistics and machine learning [1]. One widely accepted definition of “outlier” is given by Hawkins [2]. According to him, “An outlier is an observation
which deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism.” Barnett and Lewis [3] defined outlier: “An outlier is an observation or subset of observations which appears to be inconsistent with the remainder of data.” Outlier detection is also defined specifically for different methods such as the following:

**Clustering-based outlier:** Outliers are the points that do not belong to clusters of a data set or as clusters that are significantly smaller than other clusters [4,5].

**Depth-based outlier:** Outliers are the points in the shallow convex hull layers with the lowest depth [6].

**Graph-based outlier:** Outliers are the points that are present in particular positions in the graph [7].

**Density-based outliers:** Outliers are the points that lie in the lower local density with respect to the density of its local neighborhood [8].

**Neural network–based outlier:** Points that are not reproduced well at the output layer with high reconstruction error are considered as outliers [9].

**Support vector machine–based outlier:** Points that are distant from most other points or points that are present in relatively sparse regions of the feature space are considered as outliers [10].

**Spatial outlier:** A spatial outlier is a spatially referenced point whose non-spatial attribute values are significantly different from those of other spatially referenced points in its spatial neighborhood [11].

### 1.2.2 Relationship with Anomaly Detection

Outlier detection is also named as anomaly detection, deviation detection, novelty detection, exception mining, etc. Outlier detection and anomaly detection are almost the same, but outliers are more focused on data and follow strict rules, for example, in normally distributed data, $\mu + 3\sigma$ is considered as an outlier. Anomalous events have no objection to fall under rules. For example, one goes to play lawn tennis every afternoon in a month, but if the same person plays table tennis one afternoon instead of lawn tennis, that can be considered as an anomalous event. If we consider this event in a data set, then this can be detected as an outlier. So, anomalies and outliers are related to each other and hence can be researched together.

### 1.2.3 Data Types

One important issue of outlier detection is the nature of data. In outlier detection, perspective data is also regarded as a point, object, record, vector, sample, observation, etc. Each data instance can be explained with a group of features or attributes. Basically, the attributes form a data instance and its characteristics. Attributes can be binary, continuous, or categorical. Each data instance can be comprised of different types of attributes. Generally, there are two types of data, simple and complex.

#### 1.2.3.1 Simple Data

Simple data are the most commonly used data with low dimensionality and real-valued attributes. Almost all outlier detection techniques can be applied to simple data.

#### 1.2.3.2 Complex Data

Complex data creates significant challenges for outlier detection techniques due to their nature. Complex data has a mixture of different types of attributes with high dimensions. Sequence data, spatial data, streaming data, and spatio-temporal data are generally considered to be complex.
1.2.4 **Types of Outliers**

Based on data and detection techniques, outliers can be categorized into the following groups:

1.2.4.1 **Point Outliers**

When a particular data instance does not follow the rest of the data, it can be considered as a point outlier. For a realistic example, we can consider expenditure on car fuel. If usual fuel consumption per day is five liters and one day it becomes 50 liters, then obviously it is a point outlier. Figure 1.1 elucidates the point outlier concept.

1.2.4.2 **Contextual Outliers**

When a data instance is behaving anomalously in a particular context and not otherwise, then it is termed as a contextual outlier, which can also be referred to as a conditional outlier. For example, the expenditure on a credit card during a festive period is not like at a regular time of the year. If the regular expenditure every month is $500, which is normal, then an expenditure of $2000 during a nonfestive period is considered abnormal and hence is a contextual outlier (Figure 1.2).

1.2.4.3 **Collective Outliers**

When a collection of similar data instances are behaving anomalously, then with respect to the entire data set that collection is termed a collective outlier. It might happen that the individual data instance is not an outlier by itself, but due to its presence in a collection, it is becoming an outlier.

![Figure 1.1 Point outlier](image1)

![Figure 1.2 Contextual outlier](image2)
For example, in a human electrocardiogram output, the existence of a low value for a long period of time indicates an outlying phenomenon corresponding to abnormal premature contraction [12]. But one low value itself is not an outlier.

### 1.2.5 Evaluation Methods

Outlier detection techniques are evaluated mainly in the following two ways:

#### 1.2.5.1 ROC Curve

A receiver operating characteristic (ROC) curve [13] is a 2-D graph used to show detection rates and false alarm rates. Detection rate defines the correctly identified outliers whereas a false alarm rate is the opposite. Figure 1.3 represents an ideal ROC curve in which the detection rate is high, and the false alarm rate is very low.

#### 1.2.5.2 Computational Complexity

Efficiency of outlier detection methods can be also computed by computational cost, which seems to be a universal method. An efficient technique is reflected on its time and space complexity regardless of type of data. Moreover, efficient techniques should have the ability to handle large and high dimensional data with a lower computational burden.

#### 1.2.5.3 User-Defined Parameters

Existing outlier detection techniques require user-defined parameters, which are very critical for effectiveness and efficiency. The optimal parameter choice is not always easy and requires extensive testing. Therefore, the minimal use of user-defined parameters is more applicable for outlier detection methods.

### 1.2.6 Research Challenges

Although outlier detection seems to be very straightforward as we just have to find the data that do not follow the normal behavioral pattern. But there are still some research challenges regardless of so many techniques available. Research challenges are as follows:

a) No universal outlier detection technique is available. One technique in a domain is not suitable for others. For example, in the medical domain, outliers are very subtle whereas in image processing it might be considered as a normal phenomenon.

b) Data contains noise, which tends to be anomalous and hence difficult to segregate.

c) Labeled data for training of models used by many techniques are hardly available.

---

**FIGURE 1.3** ROC curves.
d) Normal behaviors keep evolving; hence normal behavior once is not normal forever. Thus current outlier detection techniques might be of no use in the future.
e) When outliers are caused by fraudulent activities, the malicious adversaries try to make abnormal activities appear normal; thus such behaviors are difficult to detect.

For these above-mentioned challenges, outlier detection is not an easy problem to solve. Most of the existing techniques are based on application domain and the nature of data. Researchers from diversified disciplines have adopted miscellaneous concepts to solve these problems.

1.3 DATA LABELS

Data labels associated with each data instance specify the status of the data, i.e., normal or abnormal. We discussed in Section 1.6 about the challenges, and we mentioned it is very expensive to obtain labeled data. Data labeling is handled by human experts or analysts, and hence it becomes a difficult job to get prelabeled data for outlier detection. Moreover, some outliers cannot be labeled because of dynamic characteristics. Based on labeling, outlier detection is categorized into three of the following categories:

1.3.1 Supervised Outlier Detection

These approaches require the learning of normal and outlying models from the knowledge of prelabeled data. According to this learning, supervised techniques detect a new data instance as normal or outlying. Actually it is tested with the normal and outlying models and checks where it is fitted. Supervised approaches are basically used in intrusion detection, but gaining access to prelabeled data is the main challenge of these approaches.

1.3.2 Unsupervised Outlier Detection

These approaches do not require any prelabeled data to detect outliers. For example, in normally distributed data, we use the three-sigma rule to detect outliers. Some methodologies use distance to detect outliers without any prelabeled data. Compared with supervised approaches, unsupervised approaches are more applicable in various real life domains.

1.3.3 Semisupervised Outlier Detection

These approaches require prelabeled data but only normal class. These approaches do not require the outlying class data to be labeled beforehand, thus these approaches can be widely applicable and more usable than supervised techniques. There are many situations in which outlying scenarios are difficult to model, like in spacecraft fault detection [14] in which accidents are outlying events, which are difficult to model. So, semisupervised approaches detect outliers by comparing new data points with the prelabeled normal class.

1.3.4 Output of Outlier Detection

One important issue in outlier detection is how the outliers are represented as output. Generally, there are these two following categories:

Scores: Scoring-based outlier detection techniques assign an outlier score to each of the data instances. Then the scores are ranked, and an analyst uses them to decide the outliers or use a threshold to select outliers.

Binary: According to these techniques, outputs are considered in a binary fashion, i.e., either outlier or nonoutlier.
Techniques that provide binary labels are computationally efficient because each of the data instances do not have to provide an outlier score.

1.4 APPLICATION DOMAINS

Outlier detection has been widely applied in various application domains. We highlight a few important domains here.

1.4.1 INTRUSION DETECTION

Computer intrusion includes hacking and spreading of viruses and worms across networks to infiltrate a local or remote machine or cause damage using distributed denial of service (DDoS) attacks. However, intrusions constitute only a small percentage of the total network and computer usage. Outlier detection can be used to identify malicious activities of programs as well as hackers [15] from network traffic data and computer activities. Outlier detection techniques need to be computationally efficient to handle large-sized input data, which also causes a false alarm rate. The data that come in a streaming fashion requires online analysis. IDS are classified into two groups. These are host based and network based. The major differences between them are in the nature of outliers, profiling, and data analysis.

1.4.1.1 Case Study: Haystack

The Haystack prototype [16] was developed for intrusion detection in a multiuser US Air Force computer system. It was a Unisys 1100/60 mainframe computer with an OS/1100 operating system. Haystack was designed to identify six different types of intrusions:

a) Malicious use: Sundry attacks like deletion of files, resource misuse, etc.
b) Denial of service: Keeping the resource unavailable to other users.
c) Penetration of security control systems: Attempts to handle the security characteristics of the system by a user.
d) Leakage: Transferring important data from the system.
e) Masquerade attacks: When an unauthorized user attempts to assume the identity of another user.
f) Attempted break-ins: When an unauthorized user wants to access the computer illegally.

To detect these six types of intrusions, the system uses outlier detection techniques. For Haystack, it is supervised outlier detection as the past behaviors are modeled using prelabeled data.

1.4.2 FRAUD DETECTION

Fraud detection considers the criminal activities in commercial organizations. The most vulnerable areas of fraudulent activities are credit cards, cell phones, insurance claims, and insider trading. Stolen credit cards are used in a more unusual way than the normal pattern. The usage behavior of the stolen credit card is not like that of the regular user. The identification of such activities helps prevent thieves and reduces the monetary loss of the individual [17]. To prevent the misuse of a mobile phone account, it is necessary to detect the unusual usage pattern. The basic function is to monitor the calling behavior of each account and issue an alarm when an account appears to be misused. Automobile insurance fraud is a very common crime. Criminal rings of illegal claimants and providers manipulate the claim processing system for unauthorized claims. Tracking such activities helps the company to avoid financial losses. Neural network–based techniques are applied to detect such activities [18,19]. In recent times, the stock market business attracted enough mass people. Insider trading is a criminal activity in business, in which profit is made by inside information before it is made public [20].
1.4.3 **Medical and Public Health**

Anomalous records can be generated due to patient condition or instrumental error or recording errors. A wrong test report might have serious repercussions. On the other hand, outlier detection in this domain is a very important tool that can potentially save human lives [21] by detecting a problem early from test results and images. The most challenging aspect of the outlier detection problem is that the cost of classifying an outlier as normal can be very high. Outlier detection in this domain requires maximum accuracy. The data consists of different attributes of a patient, such as age, blood pressure, weight, and height. Most of the techniques use a semisupervised approach. Collective anomaly detection techniques have been used to detect anomalies in time series data, such as electrocardiograms (ECGs) and electroencephalograms (EEGs).

1.4.4 **Sensor Networks**

A sensor network might comprise a multiple number of sensors in which each sensor collects different types of data. The collected data often contains noise and missing values due to limitations created by environmental and communication channels. Outlier detection in a sensor network has several real-life applications, such as environmental monitoring, habitat monitoring, industrial monitoring, target tracking, surveillance monitoring, etc. Conventional outlier detection techniques might not be suitable for handling sensor data for the following reasons: resource constraints, high communication costs, distributed streaming, dynamic network topology, large-scale deployment, etc. [22].

1.4.5 **Image Processing**

This domain includes satellite imagery [23], digit recognition [24], and mammographic image analysis [25]. The outliers are generated by motion or instrumental faults. The data has spatial as well as temporal characteristics. Each data point has continuous attributes like color, lightness, texture, etc. Interesting outliers are supposed to be anomalous points or a particular region of the image. The main challenge of this domain is to deal with large-size input data.

The above-mentioned domains are not the end. Outlier detection is also applied to several other domains like astronomical data [26], biological data [27], speech recognition [28], robot behavior [29], and many more.

1.5 **Clustering-Based Outlier Detection Techniques**

Clustering is a way of grouping similar objects in a group. Using clustering techniques, many outlier detection techniques have been proposed by various researchers. Here in this section, we classify these techniques based on output.

1.5.1 **Binary Output**

Knorr and Ng et al. [30] presented the algorithms to detect distance-based outliers. They consider a data point \( O \) in a data set \( T \), a \( DB(p;D) \) outlier, if at least a fraction \( p \) of the data points in \( T \) lies greater than distance \( D \) from \( O \). Their index-based algorithm executes a range search with radius \( D \) for each data point. If the number of data points in its \( D \) neighborhood exceeds a threshold, the search stops, and that data point is declared as a nonoutlier; otherwise, it is an outlier. In their cell-based approach, they quantize the complete data space and assign the data points to the cells. By pruning away a large number of red cells that contain too many data points and their immediate neighbors, their approach avoids testing unnecessary cells and speeds up outlier detection. Their experiments show that their cell-based algorithm is the most efficient when the number of
dimensions is less than or equal to four. However, for a higher number of dimensions (>5), the number of cells grows exponentially, and the nested loop that they provided in the same paper outperforms the cell-based algorithm.

Yang et al. [31] attempted to automatically detect novel events from a temporally ordered stream of news stories, either retrospectively or as the stories arrive. The objective is to identify stories in several continuous news streams that belong to previously unidentified events. This can be done in an online fashion, i.e., as the events occur or as an accumulated collection. In retrospective event detection, stories are grouped together, and each cluster uniquely identifies an event. In online event detection, each document is labeled, and a single pass algorithm (INCR) generates a nonhierarchical partition of the input collection. The former is appropriate for retrospective event detection whereas the latter can be used for both. A story is represented using a vector of weighted terms. The normalized vector sum of documents in a cluster is used to represent the cluster, and it is called a prototype or centroid. The standard cosine similarity measure is used to describe the similarity of a cluster centroid and a document. GAC is an agglomerative algorithm that maximizes the average similarity between document pairs in the resulting clusters. At each iteration, it divides the current set of clusters into buckets and does local clustering within each bucket. The process is repeated and generates clusters at higher and higher levels until a predefined number of clusters are obtained. The input to the algorithm is a set of documents, and the output is a forest of cluster trees with the number of trees specified by the user. Clusters are produced by growing a binary tree using the bottom-up approach. Novelty detection is used in the case of single-pass clustering. The algorithm sequentially processes the input documents, one at a time, and grows clusters incrementally. A new document is classified to its most similar cluster if the similarity exceeds a predefined threshold; otherwise, it becomes the seed for a new cluster. By adjusting the threshold, one can obtain clusters at different levels of granularity.

David et al. [32] proposed clustering based on multivariate outlier detection by using Mahalanobis distance. At first, calculate the Mahalanobis distance for \( n \) observations on \( P \) variables. Then determine the observations that are above the upper control limit (UCL) of the T-square statistic [33] and consider those observations to be outlier cluster 1. Repeat the same procedure until the nature of the variance-covariance matrix for the variables in the last cluster achieves singularity. Their experimental data was comprised of 19 different attributes about a two-wheeler company in India, and data was collected from 275 two-wheeler users.

\[
(Mahalanobis \ distance)_{i} = \sqrt{(X_{i} - X_{mean})^{T} S^{-1}(X_{i} - X_{mean})} 
\]

\[
T_{i}^{2} = (X_{i} - X_{mean})^{T} S^{-1}(X_{i} - X_{mean}) 
\]

Zoubi et al. [34] proposed fuzzy clustering-based outlier detection. At first they execute a fuzzy clustering algorithm [35] to produce a set of \( k \) clusters and objective function and calculate a threshold from the average distances between each point in the cluster. Then they determine the small cluster and consider them as outliers. For the rest of the data, they remove a point and recalculate the objective function. If the change in objective function is greater than the threshold, then the point is considered as an outlier. They worked with iris data and bupa data from a UCI machine-learning repository [36]. Their approach of calculating the threshold from average has no significant explanation and hence might result in poor performance in large-scale high-dimensional data sets. The objective function for FCM is

\[
J(U,c_{1},\ldots,c_{c}) = \sum_{i=1}^{c} J_{i} = \sum_{i=1}^{c} \sum_{j=0}^{n} u_{ij}^{m} d_{ij}^{2} 
\]
Another clustering-based approach by Zoubi et al. [39] used partition around medoid (PAM), a data order-independent algorithm, to provide a set of clusters and a set of medoids (cluster center). Small clusters are then determined as outliers. The definition of a small cluster includes the clusters with fewer points than half of the average number of points in \( k \) clusters. There is no justification of the calculation or any proof for this small cluster determination. Then, to detect outliers in the rest of the data, a threshold value is calculated from the average of absolute distances between medoid and each point of each cluster. If a particular distance is greater than the threshold, it is considered as an outlier. Their experimental data was iris data and bupa data [36].

Yoon et al. [37] used \( k \)-means clustering on the complete data set, and to find the proper value of \( k \), used cubic clustering criterion (CCC). CCC is a technique used to estimate the number of clusters evaluated by the Monte Carlo method. Once the clustering is done, the domain expert searches for external and internal outliers in the clustering results. External outliers are the data points positioned at a greater distance than other clusters, and internal outliers are the data points distantly positioned inside a cluster. If the removal of outliers creates meaningful clusters, then the procedure halts. Their approach has been applied only for software measurement data, and a domain expert is required for interpretation.

Loureiro et al. [38] used hierarchical clustering to detect outliers. Their key idea is to use the size of resulting clusters as indicators of the presence of outliers. As their methodology is tested on the problem cleaning official statistics data and the goal is to detect erroneous foreign trade transaction in data collected by the Portuguese Institute of Statistics (INE), the outliers are the unusual values that are distant from the normal and more frequent observations and that, therefore, will be isolated in smaller clusters.

Jiang et al. [5] presented a two-phase clustering technique to detect outliers. First, they used a modified \( k \)-means algorithm to create clusters. If the points in the same cluster are not close enough, the cluster can be split into two smaller clusters and merged when a given threshold is exceeded. In the second step, they construct a minimum spanning tree with cluster centers and remove the longest edge. The smaller subtrees are considered as outliers. Their technique considers an entire cluster as an outlier, which may not be applicable for many data sets and increase the false positive rate.

Yu et al. [4] presented an approach, FindOut. Using the multi-resolution property of wavelet transforms, FindOut can successfully identify various percentages of outliers from large data sets. It can also detect the outliers for complicated data patterns with various densities. Furthermore, FindOut can handle high-dimensional data sets, which have not been addressed by most existing approaches.

Given a linear space system \( L_Sw \) and density function \( \varphi \), a data point in a cell \( c \) is an outlier if \( \hat{\varphi}(c) < \tau \), where \( \tau \) is given. For a data set, it defines a density function \( \varphi \). Kernel function \( g \) is defined as follows:

\[
G(c_i) = \begin{cases} 
1 & \text{if } D(c_i, \overrightarrow{0}) \leq \epsilon \\
0 & \text{otherwise}
\end{cases}
\]  

(1.4)

where \( \overrightarrow{0} \) is the origin in the data space, and \( D \) is a distance function. A linear system \( L_Sg \) is defined based on \( g \). A data point \( oi \) in \( L_Sg \) is an outlier if \( \hat{\varphi} g(oi) < p \times N \), where \( N \) is the size of the data points.

1.5.2 Scoring Output

He et al. [18] proposed another definition for cluster-based local outliers. According to their definition, all the data points in a certain cluster are considered as outliers rather than a single point as shown in Figure 1.4. The smaller clusters C1 and C3 are considered as outliers. They used some numeric
parameters, i.e., a and b, to identify small clusters (SC) and large clusters (LC). The clustering technique depends on these parameters, but it is not clear how the values can be set for various data sets. They used the SQUEEZER algorithm to cluster data as it achieves both a high quality of clustering and can handle high-dimensional data. Then, the FindCBLOF algorithm determines the outlier factor of each individual record in the data set. CBLOF(t) for each record t is calculated as follows:

\[
CBLOF(t) = \begin{cases} 
|C_j|^{*} \min \left( d(t, C_j) \right) & \text{where } t \in C_i, C_i \in SC \text{ and } C_j \in LC \text{ for } j = 1 \text{ to } b \\
|C_i|^{*} \left( d(t, C_i) \right) & \text{where } t \in C_i \text{ and } C_i \in LC
\end{cases}
\]

(1.5)

Svetlona et al. [40] presented an outlier removal clustering (ORC) algorithm that provides outlier detection and data clustering simultaneously. Their proposed algorithm has two stages. At first the k-means clustering is applied and then an outlyingness factor, \( o_i \), for each of the data points is calculated by taking the ratio of a point’s distance to the centroid and the maximum distance from centroid to any other point. A threshold \( T \) is set less than one to check for outliers. If the outlying factor for any point is greater than the threshold, then it is considered as an outlier and removed from the data set. Their experimental data includes synthetic data and some map images. Mean absolute error (MAE) is used to evaluate algorithm performance. The parameter \( T \) value is dependent on the data set, which may cause poor performance in heterogeneous large-scale data sets.

\[
o_i = \frac{x_i - C_{pi}}{d_{max}}
\]

(1.6)

Ren et al. [41] proposed a vertical outlier detection algorithm with clusters as a byproduct. Their approach doesn’t require beforehand clustering of the data; rather it is a one-time process. Outliers are measured by a local connective factor (LCF), which indicates how significantly the point connects with other points in a data set. LCF is calculated by a vertical data representation \( P \) tree. Outliers are the points that are not connected with clusters. They defined a neighborhood density factor to calculate the LCF of each point in the data set. Their experimental analysis was based on run times and scalability to data size and compared with two-phase clustering [5] and a cluster-based local outlier [18].
The LCF of the point $P$, denoted as $LCF(P,r)$ is the ratio of $DF_{nbr}(P,r)$ over $DF_{cluster}(P,R)$.

$$LCF(P,r) = \frac{DF_{nbr}(P,r)}{DF_{cluster}(P,R)}$$ (1.7)

$O_l_{factor} = N(Nbr(P,r)) \times DF_{nbr}(P,r)$, where $r$ is the radius of neighbourhood of $P$.

The outlier set is denoted as

$$Ols(X, t) = \{ x \in X | O_l_{factor}(x) < t \}$$ (1.8)

Fan et al. [42] introduced a nonparametric outlier detection technique for efficiently discovering top-$n$ outliers from engineering data (2-D and 3-D synthetic data). Their algorithm generates reasonable outlier results by taking both local and global features of a data set into consideration. They proposed a resolution-based outlier factor (ROF) as

$$ROF(O) = \sum_{i=1}^{R} \frac{ClusterSize(O_{r_{i-1}}) - 1}{ClusterSize(O_{r_{i}})}$$ (1.9)

where $r_{0},...,r_{R}$ is the resolution at each step. A resolution-based outlier mining algorithm works in two steps. At first, the RB-CLUSTER algorithm is used to cluster and label all the objects. Then the RB-MINE algorithm ranks the ROF values in an increasing order and obtains top-$N$ outliers. The RB-outlier measures an object against its degree of outlyingness by taking both “global” and “local” features into account.

Breunig et al. [8] proposed an idea to assign each object a degree of being an outlier. This degree is called the local outlier factor (LOF). LOF depends on how isolated the object is with respect to the surrounding neighborhood. The local outlier factor of an object $p$ is

$$LOF_{MinPts}^{(p)} = \frac{\sum_{i \in N_{MinPts}^{p}} \frac{lr_d^{MinPts}(p)}{lr_d^{MinPts}(o)}}{|N_{MinPts}(p)|}$$ (1.10)

This outlier factor of object $p$ calculates the degree to which $p$ can be called as an outlier. The outlier factor is the average of the ratio of the local reachability density of $p$ and those of $p$'s MinPts–nearest neighbors. The author also described mathematically the LOF for objects deep in a cluster along with general bounds (upper, lower, and tight). The impact of MinPts to calculate LOF is also elaborated with necessary examples. Their approach can intelligently choose the range of $k$; the LOF approach has a lower computational complexity than the depth-based approaches for large dimensionality.

Jin et al. [43] proposed an approach for mining only top-$n$ local outliers because the LOF [45] values for every data object require a large number of $k$–nearest neighbor searches and can be very much computationally expensive. They proposed an efficient microcluster-based local outlier mining algorithm to find the top-$n$ local outliers in a large database. A microcluster $MC(n, c, r)$ is a summarized representation of a group of data $p_1,\ldots,p_n$, which are so close together that they are likely to belong to the same cluster. Here, $c = \frac{n \sum_{i=1}^{n} p_i}{n}$, is the mean center while $r = \max(d(p_i,c))$, $i = 1,\ldots,n$, is the radius. Data are compressed into small clusters, and small clusters are represented using some statistical information as microclusters. Three different algorithms are used to find top-$n$ local outliers. At first, $k$-distance bounds for each microcluster are computed. Then using these $k$-distance bounds, the LOF bound is calculated. Finally given an upper bound and a lower bound for the LOF of each microcluster, top-$n$ local outliers are ranked.
Ramaswamy et al. [44] provided outlier definition based on the distance of a point from its $k$th nearest neighbor. They provided a ranking of top-$n$ outliers by the measure of the outlierness of the points. According to them, top-$n$ points with the maximum distance to their own $k$th nearest neighbor are considered as outliers. They also exploited index-based and nested-loop algorithms to detect outliers. Furthermore, they proposed a partition-based algorithm to prune and process the partitioned groups to improve efficiency for outlier detection. Their algorithm reduces the cost of computation in large, multidimensional data sets.

He et al. [45] introduced a new definition for outlier, the semantic outlier. A semantic outlier is a data point that behaves differently from the other data points in the same class. A measure for identifying the degree of each object being an outlier is presented, which is called the semantic outlier factor (SOF). To mine semantic outliers, an algorithm is also proposed. They used a SQUEEZER algorithm, which is used to produce good clusters for categorical data sets and then used their algorithm to calculate the SOF value for each of the objects. Their proposed outlier definition works by identifying the similarity between a specific set and a record. Given a set of records $R$ and a record $t$, the similarity between $R$ and $t$ is defined as follows:

$$\text{Sim}(t, R) = \frac{\sum_{i=1}^{n} \text{similarity}(t, T_i)}{|R|} \quad \text{where } \forall T_i \in R$$

(1.11)

The semantic outlier factor of a record $t$ is defined as:

$$\text{SOF}(t) = \frac{\text{Pr}(cl|C_t)^* \text{sim}(t, R)}{\text{Pr}(cl|D)}$$

(1.12)

Spiros et al. [46] introduced local correlation integral (LOCI) for evaluating outlierness, which is very efficient in detecting outliers and groups of outliers. The main advantage of this approach is an automatic data-dictated cut-off to determine whether a point is an outlier. They introduced the multigranularity deviation factor (MDEF), which at radius $r$ for a point $p_i$ is the relative deviation of its local neighborhood density from the average local neighborhood density in its neighborhood.

$$\text{MDEF}(p_i, r, \alpha) = 1 - \frac{n(p_i, ar)}{n(p_i, \alpha, r)}$$

(1.13)

A point is flagged as an outlier if for any $r \in [r_{\min}, r_{\max}]$ its MDEF is sufficiently large, i.e.,

$$\text{MDEF}(p_i, r, \alpha) > k_{\sigma_{\text{MDEF}}} (p_i, r, \alpha)$$

(1.14)

Zhange et al. [47] proposed a new outlier detection definition, local distance-based outlier factor (LDOF), which is sensitive to outliers in scattered data sets. LDOF uses the relative distances from an object to its neighborhood to measure how much objects deviate from their scattered neighborhood. The higher the violation degree an object has, the more likely the object is an outlier. The local distance-based outlier factor of $x_p$ is defined as

$$\text{LDOF}_k(x_p) = \frac{\bar{d}_{x_p}}{\bar{D}_{x_p}}$$

(1.15)

where $\bar{d}_{x_p}$ the $k$-nearest neighbors are the distance of object $x_p$ and $\bar{D}_{x_p}$ is the $k$-nearest neighbor’s inner distance of $x_p$ (Figure 1.5).
Kriegel et al. [48] formulated a local density-based outlier detection method providing an outlier “score” in the range of [0, 1] that is directly interpretable as a probability of a data object for being an outlier. The probabilistic local outlier factor (PLOF) of an object $o \in D$ w.r.t. a significance, a context set $S(o)$, can be defined as follows:

$$PLOF_{\lambda,S}(o) = \frac{pdist(\lambda, o, S(o))}{E_{s \in S(o)}[pdist(\lambda, s, S(s))] - 1. \quad (1.16)}$$

To achieve a normalization making the scaling of PLOF independent of the particular data distribution, the aggregate value nPLOF is obtained during PLOF computation.

$$nPLOF = \lambda \sqrt{E[(PLOF)^2]} \quad (1.17)$$

Local outlier probability (LoOP), indicating the probability that a point $o \in D$ is an outlier:

$$LoOP_x(o) = \max \left\{ 0, \operatorname{erf} \left( \frac{PLOF_{\lambda,S}(o)}{nPLOF \sqrt{2}} \right) \right\} \quad (1.18)$$

### 1.5.3 Advantages and Disadvantages

The techniques used to detect outliers in binary fashion are computationally efficient irrespective of the clustering algorithm because each object in a data set is not required to assign an outlying factor as with scoring-based output. The top-N outlier concept is absent in these techniques and hence is unsupervised. The main drawback of these techniques is the accuracy of detecting all the rare class instances; because all the data objects are not taken into consideration for being outliers, many of them might be missing, and normal instances may be detected as outliers.

---

**FIGURE 1.5** The explicit outlierness of object $x_p$ with the help of LDOF definition. $A$ is the center of the neighborhood system of $x_p$. The dashed circle includes all neighbors of $x_p$. The solid circle is $x_p$’s “reformed” neighborhood region. (From Zhang, K. et al., In *Proc. PAKDD*, 2009.)
The scoring-based techniques have the maximum efficiency in detecting outliers accurately because all the objects are under consideration as candidate outliers. But the loophole of these techniques is computational cost because all the objects are taken under consideration to assign the outlyingness factor. Top-$N$ outliers must have to be specified by a data analyst, and thus the approach becomes supervised.

1.6 STATISTICAL-BASED APPROACHES

These approaches are the first-generation techniques for outlier detection. Actually, these techniques are called model-based techniques. Models are based on probability distribution of the data, and outliers are detected as to how well the data fit into the model. Statistically based approaches are categorized into two groups, depending on probability distribution, as follows:

1.6.1 PARAMETRIC APPROACHES

In these approaches, the probability distribution of the data is known. Then, using the distribution parameters, outliers are detected. A point is an outlier if it deviates significantly from the data model; however, in many situations, a prior knowledge of distribution is not possible to attain.

Wu et al. [49] proposed two algorithms for outlying sensors and event boundary detection. The basic idea of outlying sensor detection is as such, each sensor first computes the difference between its reading and the median reading from the neighboring reading. Each sensor then collects all differences from its neighborhood and standardizes them. A sensor is an outlier if the absolute value of its standardized difference is sufficiently large. The algorithm for event boundary detection is based on an outlying sensor detection algorithm. For an event sensor, there often exist two regions, with each containing the sensor, such that the absolute value of the difference between the reading of the sensor and the median reading from all other sensors in one region is much larger than that in another region. These approaches are not efficient because they do not consider the temporal correlation of sensor readings.

Bettencourt et al. [50] proposed an outlier detection technique to identify anomalous events and errors in ecological applications of distributed sensor networks. This method uses spatio-temporal correlation of sensor data to distinguish erroneous measurements and events. A measurement is considered to be an outlier when its value in the statistical significance test is less than the user-specified threshold. The drawback of this approach is dependence on the user-specified threshold.

Jun et al. [51] presents a statistically based approach, which uses alpha-stable distribution. The proposed algorithm consists of collaborative time-series estimation, variogram application, and principle component analysis (PCA). Each node detects any temporally abnormal data and transmits the verified data to a local cluster-head, which detects any survived spatial outlier and determines the faulty sensors accordingly. Their approach achieves 94% accuracy when the noise level is alpha = 0.9 although alpha-stable distribution might be considered for real sensor data and a cluster-based structure may be susceptible to dynamic changes of network topology.

1.6.2 NONPARAMETRIC APPROACHES

These approaches have no knowledge about the underlying data distribution. They typically define a distance measure to identify outliers. Outliers are those points that are distant from their own neighborhood in a data set. Various detection techniques are available with a wide range of parameters. Parametric methods are not flexible enough like nonparametric methods, but due to dimensionality and computational complexity, the efficiency might deteriorate in some cases. Two widely used approaches in this category are discussed as follows:
1.6.2.1 Histogramming

It is a model that involves counting the frequency of occurrence of different data instances and then compares the test instance with each of the histogram categories to test whether it belongs to any of them.

Sheng et al. [52] proposed a histogram-based technique for outlier detection to reduce the communication cost for data collection applications of sensor networks. Rather than collecting all the data in one location for centralized processing, they propose collecting hints about the data distribution and using the hints to filter out unnecessary data and identify potential outliers. The main drawbacks of this technique are communication overhead and one-dimensional data.

1.6.2.2 Kernel Function

This function is used to estimate the probability distribution function (pdf) of the normal instances. Data instances that lie in the low probability area of the pdf are declared as outliers.

Palapans et al. [53] proposed a technique for online deviation detection in streaming data. They discussed how their technique can be operated efficiently in the distributed environment of a sensor network. In the sensor data, a value is considered as an outlier if the number of values in its neighborhood is less than a user-specified threshold. This technique can also be implemented for identification of an outlier in a more global perspective. The main problem of this technique is the user-defined threshold.

1.6.3 Strength and Weakness

Statistical approaches are holding a strong mathematical background to detect outliers. But parametric approaches are not feasible when the prior knowledge of the data distribution is not available and hence quite useless in many aspects. But nonparametric methods are quite useful compared to parametric methods because the data distribution knowledge is not required. However, these methods might have high computational complexity due to high-dimensional data sets. Also user-defined parameters are not easy to set.

1.7 Conclusion

Outlier detection is an interesting arena of computer and network security. It is also applied in various application domains. It is regarded as one of the fundamental problems of data mining as well. In this chapter, we have summarized outlier detection techniques along with various research direction and application domains. We have described existing approaches for outlier detection techniques and believe that our contribution will help the reader to easily understand the particular research focus in this chapter.
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2.1 INTRODUCTION

At their very first stage, computer networks were invented in order to be able to share documents and devices. With significant advances in electronics and signal processing technologies during past decades, accessing, searching, and sharing information via communication networks (e.g., the Internet) have become a part of our everyday life. Because frequently a great part of this information is confidential or has restricted access only for authorized persons, preventing unauthorized use and accessing this information and detecting intruders have become an indispensable mechanism for all information systems and communication networks. Efficient prevention mechanisms require a combination of the expertise of security technicians and powerful hardware and software tools in order to be able to achieve high levels of security management, especially for today’s modern computing systems. An intrusion detection system (IDS), by its turn, is one of these security tools for this end.

An intrusion detection system is used to monitor the security status of networks by detection of external invasions and abnormal operations of servers, whether contaminated or not. The information provided by an IDS is crucial for the guarantee and protection of integrity, privacy, and authenticity of the flowing data in networks. Another major function of an IDS is attack prevention by learning. From a real attacking experience, the data should be carefully analyzed, the origin of the attack should be determined, and the level of hazards and malicious penetration should be measured in order to improve the security system’s ability to prevent any future attacks.

2.1.1 EVOLUTION OF INTRUSION DETECTION SYSTEMS

A very first research work on intrusion detection (ID), titled Computer Security Threat Monitoring and Surveillance [1], appeared in 1980, in which the concept of an audit trail was presented. Audit trails provide valuable information that can be used for tracking misuses of information systems and understanding user’s behavior. This research work had established the foundation for the later design and development of intrusion detection systems (IDS).

Dorothy E. Denning, of SRI International,* in 1983, participated in a project that resulted in significant advances in IDS development. She examined the records of government mainframes and created users’ profiles according to their activities.

In 1984, Denning collaborated with the construction of the first intrusion detection system, the Intrusion Detection Expert System (IDES) [2]. IDES can be viewed as the first functional IDS. During the same year, SRI International presented a method to analyze information used for user authentication on the records of ARPANET (the precursor of Internet).

Later, in 1987, based on her wide experience in IDS research and development, Denning published an article called “An Intrusion Detection Model” [3], which had served as an important guidance for new IDS development. In spite of all these research efforts, the real and significant advances in intrusion detection were demonstrated by the Haystack project in 1988 [4]. This project improved the conventional IDS by incorporating a new approach, resulting in the so-called distributed intrusion detection system (DIDS) [5]. The DIDS introduced techniques for data pattern detection, which consisted of a comparison of the input data with predefined standard data patterns. Later, in 1989, a trade company named Haystack Labs, composed of some researchers of the Haystack project, released the latest generation of the IDS technology, called Stalker. Stalker was a host-based intrusion detection system (HIDS) having robust capabilities of information searching on record systems (manually or automatically via the methodology of questions). In summary, the Stalker technology and the methodologies developed by SRI International and Dorothy E. Denning constituted the major advances in the technology of host-based IDS (HIDSs) in the 1980s.

In the early 1990s, Heberlein et al. suggested the concept of network-based intrusion detection systems (NIDS) [6]. In fact, they were the major inventors of network security monitor (NSM), the
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first NIDS implemented and used by important government organizations. NSM was designed to extract information through network traffic analysis. NSM had motivated significant increasing interest in intrusion detection inside the research community as well as in the investments in NIDS production. Later, the group of Heberlein and some staff of Haystack jointly went beyond their initial objectives of the NIDS project, extending to and producing the hybrid intrusion detection systems (HIDSs/NIDSs).

Still in early 1990s, several companies started to release their commercialized IDS versions. Among them, the Haystack Labs was the first company marketing its IDS tools, more specifically, the host-market based Stalker. The Science Applications International Corporation (SAIC)* had developed a host-based detection system called the computer misuse detection system (CMDS) [7]. Simultaneously, the US Air Force’s Cryptologic Support Center developed the automated security measurement system (ASIM) to monitor network traffic on the US Air Force’s communication network [8]. ASIM was probably the very first IDS that had achieved considerable breakthrough in terms of scalability and portability, the main issues that had plagued NID products since the beginning. Moreover, ASIM was considered as the first IDS capable of incorporating both hardware and software solutions into network intrusion detection systems.

However, the commercialization of IDS products became significant in the market only in the middle of 1997. During that year, Internet Security Systems (ISS) was the market leader among most commercially available products because of its outstanding and distinguished NIDS solution, called RealSecure. A year later, Cisco acquired Wheel Group in order to be able to compete with ISS. Centrax Corporation, a new company formed by some previous Haystack Labs’ researchers and SAIC’s CMDS team had also succeeded with its HIDS solution. From then on, many new companies marketing IDSs have emerged by corporation merging and acquisition.

According to reported statistics [9], currently the IDSs are one of the most used security devices. In fact, IDS technologies occupy the seventh position in terms of number of usages for network security purposes (see Figure 2.1).

Moreover, the employment of IDS technology has remarkably increased in comparison with other security technology types. As illustrated by Figure 2.1, there was almost a 25% increase in IDS usage from 1998 to 2002.

This chapter aims to provide a comprehensible description of intrusion detection systems and their evolution, implementation, and operation inside communication network environments. Precisely, the description will be carried out in the context of network monitoring and network traffic analysis. For easy understanding of all addressed issues, we make use of currently widely employed security tools as examples to illustrate the details of host-based intrusion detection systems (HIDSs) and network-based intrusion detection system (NIDSs) (Figure 2.2).

### 2.1.2 Classification of Intrusion Detection Systems

As mentioned previously, intrusion detection systems aim to provide plausible traces of information systems being invaded. Figure 2.3 shows a complete characterization and classification of intrusion detection systems.

#### 2.1.2.1 Intrusion Detection Categories

##### 2.1.2.1.1 Misuse Intrusion Detection Systems

Misuse intrusion detection systems are designed to search for already known patterns of attacks and intrusions. The systems are also named as signature-based intrusion detection systems or knowledge-based intrusion detection systems. Some interesting features of these kinds of intrusion detection systems are that (a) the characteristics of the attacks are well known and (b) the attack patterns can
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be easily encoded into an expert system. In other words, this detection system category usually holds a database of known attack signatures that need to be updated whenever new attack types are identified.

A well-known encoded instruction (or rule) in a misuse IDS for detecting a denial of service attack is called the “Ping of Death,” which is one of the oldest network attack types [11]. This kind of attack is mainly characterized by sending a very large ICMP echo request packet, intending to provoke an unavailability of network services among connected multiple operating systems by generating bugs or causing programming errors in vulnerable software. An “ICMP echo request” packet thus is considered as an attack when its size is superior to 65.535 bytes. Notice that this encoded rule simultaneously belongs to misuse-based and network-based IDSs.

When an encoded instruction focuses on events related to any specific isolated information system or computer, it is specified as an instruction of the host-based intrusion detection system (HIDS). Examples of this kind are (a) alerts caused by excessive processor occupancy time when a particular sequence of calls to operating system functions occurs and (b) certain critical files are changed.

IDSs also detect intrusions based on knowledge. In other words, intrusions are interpreted in terms of knowledge, which defines system states according to actions performed by the system. Pairs of attributes-values are used to represent the possible system. The transition of state is provoked by some actions. Figure 2.4 illustrates the identification of intrusion by the knowledge-based IDS.

Independent of the focus of an IDS (network or host based), a misuse IDS requires the incorporation of human expert knowledge into the IDS in order to be able to operate adequately. A main disadvantage of a misuse intrusion detection system is its inability to detect new attack types because novel attack information has not been added to the standard database yet. As a result, this
fact has motivated the flourish of research and development of anomaly-based intrusion detection approaches.

2.1.2.1.2 Anomaly-Based Intrusion Detection

Security systems for anomaly intrusion detection, also called behavior-based intrusion detection systems, seek to determine or create models that represent the normal or expected behavior of computational systems or communication networks. An alert will be raised whenever deviations from the expected behavior are found. It is presumed that involved system intrusion or attack activities are parts of the subset composed of anomalous activities. Ideally, it is desirable that the set of all malicious activities is exactly equal to the set of all anomalous activities. Under this idealized situation, the system will generate zero false-positive and false-negative errors. However, in practice, all four possible situations occur with nonzero probabilities:

- **Intrusive activity but normally declared**: This situation, also known as false-negative, is extremely dangerous because the system fails to detect an attack or intrusion.
- **Nonintrusive and normal activity**: Also called the positive-negative condition. Because it consists of a normal and nonintrusive activity, the monitoring system will not be activated.
- **Nonintrusive and abnormal activity**: Also called the false-positive condition. The system alerts, indicating the detection of an intrusion which has not actually occurred.
- **Intrusive and abnormal activity**: An ideal situation in which the system correctly detects an attack or intrusion.

Figure 2.5 illustrates all four possible situations through one-dimensional probability distributions (probability distributions of normal and abnormal activities).

2.1.2.2 Intrusion Detection System Architecture

The architecture of intrusion detection systems should be elaborated, taking into account several relevant issues: (a) what source of information is being monitored (“network,” “host computer,” or “hybrid” entities), (b) how tasks are being distributed, and (c) what kinds of processing modules comprise the IDS. Through a classic example, Figure 2.6 illustrates several aspects commonly encountered in elaborating solutions for intrusion detection in practice. The given example shows a LAN (possibly representing networks of corporations or universities) connected to the Internet by a “firewall.” The firewall is a security device that separates different networks; however, all are connected to a distinct network that provides Internet service and forms a so-called
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2.1.2.1 DMZ (“Demilitarized Zone”). Each segment of this connected network, (local network, DMZ, and Internet) holds a network-based intrusion detection system (NIDS) monitoring the corresponding network segment. In addition, those servers that are considered critical may have a host-based intrusion detection system (HIDS) implemented and used to monitor some specific events possibly happening on these servers. Finally, there is a management tool of IDS at LAN used to collect and organize the information received from various connected modules.

2.1.2.2.1 Scopes of IDSs

In terms of the analyzed and monitored source of information, an IDS can be classified into the group of host-based intrusion detection systems, network-based intrusion detection systems, or hybrid intrusion detection systems. Each kind of IDS has its peculiar approach for problem formulation and solution elaboration. In this section, we describe the problems and solutions encountered as well as the advantages and disadvantages of each IDS category.

2.1.2.2.1.1 Host-based Intrusion Detection Systems (HIDS)

A host-based intrusion detection system is used to monitor the behavior or dynamic states of a machine. To this end, it consults its log analysis files or data from the audit agents and thus detects and assesses changes in the file system, user access control, behavior of system processes, and use of resources among others. HIDS can also perform simple and concise inspections of packets arriving from the network on which the machine is connected. A typical example that involves HIDSs is record systems. Figure 2.7 shows the architecture of a recording system, in which a HIDS uses recorded information as a standard pattern.

Another feature found in many HIDS is the hash of the file system. HIDS creates an initial database with hash values of files that are considered important. To identify any violation of recorded data, the hash value is recalculated and compared with the correct one previously saved in the database. If any discrepancy between two hash values appears, it implies some changes have occurred. This hash number verification mechanism is very effective for the following actions: detection of rootkit installation,* inclusion of new users, or setting changes. Once any suspicious activity is

* A Rootkit is a specific type of malware that runs actions to intercept the operational system and change the results.
detected after performing hash data comparison and analysis, the HIDS can either generate an alert or place in the logs the encountered suspicious activity.

Among many benefits from using a HIDS, we can highlight the following [12]:

- Establishing a strong association between programs and users: identifying the author and the time at which applications or commands were executed.
- Because of being one of the potential targets of attack, HIDS is capable of collecting considerable and valuable information during the attack.
- Confronting coming threats directed only to the machine where the HIDS resides without the necessity of capturing whole network traffic.
- Direct access to the system with priority and without any dependence on other means to access data.
- No need for additional hardware.

Among the disadvantages of using a HIDS, we can cite the following [13]:

- High complexity in management and scalability of HIDS (because of the necessity of configuration and constant observation on all hosts, impacting scalability).
- Operational system dependent.
- Susceptible to attacks, resulting in corrupted data or data deletion. This is due to the fact of its priority in direct access and belonging to or being part of the host environment.
- Possibly becoming correlated with attack data and requiring some additional performance data correlation analysis on data from all involved network hosts.
- Deep data analysis and very detailed information collection can affect negatively the performance of host monitoring.

2.1.2.2.1.2 Network-based Intrusion Detection Systems (NIDS)  The NIDS can monitor data collected from its own network segment or from multiple network hosts. Currently, there are many commercially available NIDS tools, for example, NADIR [14] and DIDS [15]. Many of these tools have implemented data collecting facilities. Although the architecture of NIDS may vary among these tools, according to Hofmeyr et al. [16], basically, it is composed of three units: a data collector, a manager, and a communication module responsible for transmission and receiving of data and analysis results.

The collector usually has a set of sensors, possibly distributed over the network, and is responsible for the data capture and formatting as well as network traffic analysis. The collector can be viewed as a NIDS component responsible for data preprocessing and preliminary network traffic analysis.

![Architecture of a recording system.](image-url)
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analysis. On the collector, the collected input information is processed and normalized so that it becomes prepared and eventually used to compare with the standard anomaly profiles. After having entry data standardized, the classification mechanism implemented on the manager will attribute (classify) the input information into one of two possible events with intrusive behavior or normally behaved. Notice that the event classification mechanism has distinguished implementation according to IDS types, i.e., misuse-based detection and anomaly-based detection. The manager itself is also responsible for two important tasks: the integrated management of sensors and the specification of response patterns for each network behavior type. Finally, the most basic module—the communicator—executes the tasks of transmitting and receiving data and analysis results according to the policies set by administrators.

For anomaly detection, the IDS captures packets, analyzes their headers, and compares them with known patterns or signatures. The NIDS found efficiency against several different types of attack and can block some of them in real time.

For misuse-based detection, the classification mechanism compares the input data with instructions and other behavior descriptors. On the other hand, for anomaly-based detection, the comparison is usually based on the statistical profiles of the user’s or the system’s historical behaviors. For this end, a default behavior of each user is outlined and used as the standard pattern for comparison with captured data [17].

Among some remarking benefits of using the NIDS we point out the following [12,13]:

- No impact on network performance.
- Attacks can be identified in real time, thus enabling the administrator to respond to the attacks quickly.
- Able to capture suspicious attacks that have not yet been identified.
- Operational system independent.
- Possibly being invisible to attackers. NIDS does not leave any trace of its network monitoring actions whereas a HIDS certainly leaves its proper vestiges in the system where it is installed.
- Having wide areas of applications and requiring simple and concise infrastructures.

Among some negative views of the NIDS, we outline the following [12,13]:

- May require highly complex protocols for specific applications
- Inability to monitor encrypted traffic
- Restricted applications on fragmented networks, especially those with switches
- Inability to perform traffic analysis when the volume of network traffic traces exceeds the system’s collecting capacity
- Need of large recording capacity for data storage (for instance, monitoring the states of TCP connections with large network flows)

2.1.2.1.3 Hybrids The conception of the hybrid IDSs were based on the possibility of maximizing the strengths of both HIDS and NIDS. In practice, a hybrid IDS operates as a NIDS, collecting and processing network traffic in order to detect attacks. On the other hand, as a HIDS, the hybrid system focuses on each host, only processing the packets addressed to its own system. The hybrid system can resolve the low performance problem of NIDS but still leave the scalability as an open problem (IDS is required to be installed on equipment).

One author [18] argues that both NIDS and HIDS can be characterized by two distinct methods (knowledge-based detection or misuse detection and behavior-based detection or anomaly detection), and a hybrid IDS is viewed as an IDS that combines these two detection methods. In general the pattern-based strategy provides a low false alarm rate but fails to identify unpublished attacks. On the other hand, a behavior-based approach can provoke a large number of alerts, and not all of
them are indeed attack attempts. An interesting aspect of behavior-based approach is its ability to detect new attack types.

Another important feature of a hybrid IDS is its centralized management; i.e., the IDS can locate sensors in various network segments and other host-based IDSs used in machines. The management center can control the rules or instructions for both IDS types, thus forming a hybrid IDS [19]. Figure 2.8 shows a widely employed configuration of a hybrid IDS in which a NIDS belongs to a local network and HIDS run on their corresponding master servers.

2.1.2.2 Location and Distribution of IDSs

Practical implementation of an intrusion detection system means a functional and operational combination of monitoring agents (network sensors or hosts equipped with data processing modules), detection modules, and management tools. Figure 2.9 shows how these processing and operational modules are organized and functionally related in the IDS. According to the network architecture

FIGURE 2.8 An example configuration of hybrid intrusion detection systems.

FIGURE 2.9 Elements and a functional diagram of intrusion detection systems.
and location of these modules, an IDS can be classified into one of the following categories: centralized, hierarchical, and distributed.

2.1.2.2.1 Centralized IDS  A centralized IDS, in principle, has only one manager responsible for the event analysis, detection, classification, and system action. One or more monitoring modules (also called agents) can be employed, responsible for data collecting and transmission to the central module (manager). Under this IDS architecture model, the central module also is known as the agent-manager.

2.1.2.2.2 Hierarchical IDS  Both hierarchical and centralized ID systems belong to the agent-manager model category. However, the former ones allow some variation of system configuration on several different subordination levels. In a centralized IDS, all monitoring agents are subordinated (sending information and reporting results) to the same central module or manager. The hierarchical system model permits distinct subordinations. Agents that collect information regarding the network (NIDS) can be subordinated to the network manager module. Agents that monitor specific computers (HIDS) can be subordinated to the host manager module.

2.1.2.2.3 Distributed IDS  A distributed intrusion detection system permits data processing and analysis and event detection being partially or fully executed by the collecting modules (agents). This task distribution strategy implies that the system intelligence is distributed among the manager modules and agents that make up the ID system.

2.1.2.3 Actions of Post–Detection

Once having detected an intrusion, the IDS initiates certain actions of post-detection in responding to the detected intrusions. The actions of post-detection can be classified into two classes: active and passive actions.

2.1.2.3.1 Active Actions

With the declaration of detected intrusion, the IDS may react actively to protect the threatened entity against the attack. This kind of ID system class has been the subject of recent research works and, due to its importance, has earned a specific name: intrusion prevention systems (IPS). For example, during a TCP connection, an active and network-based IDS may send some specific purposed packets (TCP packets with FIN and RST flags) to the source entity of traffic flows to interrupt the connection (which is considered as an intrusion). In addition, the IPS can interact with edge routers (routers located at the perimeter between the local networks of an organization and external networks to the Internet) or firewalls and establish rules to filter certain packet flows originating from some specific source addresses.

2.1.2.3.2 Passive Actions

A passive classified IDS only generates and sends notifications to the system operator or administrator through the expert management console, after having detected attack patterns. These notifications or alerts can be generated and transmitted via various standard protocols, e.g., email, SNMP alerts, etc. The intrusion detection exchange format [21], a working group belonging to the IETF (Internet Engineering Task Force) [20], was created to standardize the communication mechanisms as well as the communication language between ID systems, also between agents and detection management modules. The RFC (request for comments) documents, released by this working group for the standardization of exchanged information between modules of IDS or between several different IDSs, deal with the following issues:

- Intrusion detection message exchange requirements
- Intrusion detection message exchange format
- Intrusion detection exchange protocol (IDXP)
2.2 NETWORK MONITORING

Network monitoring is an extremely important task in combating system intrusion. The monitoring procedure consists of collecting and recording data from the affected network elements in operation. The tasks performed by these network elements vary greatly in their nature, including statistical information collecting, traffic analysis, and problem diagnosis, among others.

Network monitoring can be performed at defined instances or continuously depending on pre-established objectives and tasks. That is, expected information and results require adequate data collecting methods. For example, if one wishes to obtain the information about monthly network availability, it is necessary to monitor the network continuously for at least a month and to register the periods in which the networks were out of function. Another typical example is monitoring networks to extract some information about the periods of peak usage. The procedure for this end may consist of recording traffic continuously for long periods (several days) and counting and comparing amounts of bytes of traffic flows for each short time segment that composes the whole periods. The tasks of network traffic monitoring can be executed using the SNMP (simple network management protocol) [22]. However, this protocol cannot identify which networks or hosts (both internal and external ones) were more demanded.

Two mechanisms can be applied for network monitoring: active and passive. Through an active method, it is necessary to generate testing traffic flows and transmit them in a controlled manner along one or more network paths (routers). During the transmission, the quality of traffic flows as well as the network performances are monitored.

Notice that there are two factors needed to be considered if the active approach is adopted: network performance can be affected by using testing traffic flows and adopting dynamic routing; performance measures can be altered (becoming better or worse) depending on the selected routing paths.

Through the passive method, real traffic flows (or their statistics) are captured at one or more network points and then analyzed [23].

2.2.1 NETWORK MONITORING SYSTEMS

A “network monitoring system” is created software to facilitate network monitoring tasks. This computing program tool is an improved programming version of currently existing network analysis algorithms that automate network data collection and analysis.

One of the key features of a monitoring system is the storage of collected data for historical database compilation and system training. The information acquired from past network activities makes network planning (for either short, medium, or long time periods) easier, aiming to ensure acceptable qualities of offered network services. The recorded data have also demonstrated their utility in helping networks operating appropriately according to the preestablished criteria, e.g., SLAs* (service level agreements). It is important that those network service providers monitor networks constantly in order to guarantee the contracted traffic rates and quality of services.

2.2.2 NETWORK MONITORING TECHNOLOGIES

There are many published research works and implemented computational tools available on the subject of traffic monitoring technology. Cottrell [24] gives an extensive list of these computational tools. Computational tools operating on the packet level, such as “tcpdump” [25] and “Wireshark” [26], are quite popular and widely used by network administrators. Although these tools can capture traffic packets easily, they are not allowed to make any arbitrary query over the captured traffic. Furthermore, these tools typically are directed to process traffic flows originating from a single data source.

* An SLA is a part of a service contract in which a service is formally defined.
Authors [27] present a computational tool solution that allows query. The proposed solution consists of distributed collectors capable of receiving data in the NetFlow format and exporting them in the pcap format so that “Wireshark” is able to execute necessary analysis. However, the authors remarked that the amount of information can be huge and recommend that each collector filters (selects) the data of its own interest.

The network monitoring tool called “ntop” [28] is one capable of operating on both packet and flow levels. The capture of traffic information can be done through a plug via NetFlow. Although this monitoring tool is capable of release reports in varying formats, it is not allowed to make arbitrary queries elaborated by the network administrator.

Among the monitoring tools operating with NetFlow, the “cflowd” [29] was one of the first ones distributed with open source and later gave rise to “flowscan” [30]. Authors [31] claim that monitoring systems operating on the packet level do not scale in high-speed networks. In fact, network-based intrusion detection systems set their focus on packet-level inspection in stub networks. In addition, the authors suggest a framework for real-time backbone monitoring and attack detection based on NetFlow. The given framework operates under centralized administration and requires users to write plugins for each task to be performed.

A traffic monitoring system [32] based on NetFlow has information stored in an Oracle database. The use of the database greatly increases the flexibility in information consultations. However, such an approach still requires storage of information for later processing as well as centralized management.

The authors of the monitoring tool “SMART” [33] argue that the traditional monitoring tools, operating with NetFlow and storing information on disk for later processing, prevent the efficient handling of large traffic volumes. “SMART,” in turn, uses flash memories for data storage and processing. According to experimental investigation, “SMART” is capable of processing 30,000 records per second.

The “Gigascope” monitoring system [34,35] can be viewed as a DSMS dedicated for high-speed network monitoring. The tool has been considered the most efficient monitoring system based on its practical results provided by AT&T. Notice that “Gigascope” is a commercial tool under the closed source condition.

Motivated by investigation on the usage of open source DSMS for traffic monitoring, authors [36] made a case study on the “TelegraphCQ” DSMS. Although only a moderate amount of traffic data was analyzed, the study work has provided additional motivation for further investigation and elaboration of open source tools. A good example is “Paquet” [37].

The monitoring tool “Paquet” uses the data stream management system called “Borealis” operating on the packet level and allows that the network administrator makes arbitrary queries on captured traffic by network interfaces or on data files in pcap format.

An alternative to NetFlow is SFlow, which is a traffic monitoring technology defined by RFC 3176 [38]. The RFC document defines a packet sampling mechanism for SFlow agents, a MIB and a data format used for communication between an agent and a SFlow collector. Because it is not required that a SFlow agent keeps any flow information, the implementation of agents is highly simplified. Moreover, the system specifications require precise monitoring of interfaces up to Gigabits speed rates and possibly more. The data collection of the SFlow is based on a statistical packet sampling method. However, as the collector that receives the samples knows the sampling rate, it is possible to accurately reconstruct the sampled traffic [38–40].

2.3 INTRUSION DETECTION ANALYSIS

As mentioned before, there are two categories of network data traffic analysis, namely misuse detection and anomaly detection. The former one consists of a comparative approach searching for one among a group of preestablished attack patterns (signatures), most matching with the coming network traffic flow, which is known as a pattern matching method. For the anomaly detection technique, also known as behavior-based detection, the IDS learns from past network data to establish
normal system behavior patterns (without attacks) and sets boundaries for this pattern. Any deviation beyond these boundaries is treated as an attack.

2.3.1 Pattern Matching Method

It is a methodology used by intrusion detection devices to detect attacks based on signature matching. This method is the simplest and most widely employed approach for attack detection although it has limitations on application generalization. The basic idea of this method is to compare the captured packet with a sequence of data on text or under binary format, i.e., searching for and identifying known attack signatures. Intrusion detection systems employing signature detection methods are required to continuously update the signature database with appeared novelties.

Constant and continuous research work is needed to create new signature patterns in order to maintain IDS in terms of efficiency against any change of and/or new attack schemes and strategies. Notice that a simple change in an attack scheme could be enough to “fool” an IDS, making signatures no longer effective.

Although a task of pattern matching can be quickly executed for attack detection, this may not be fully true with the evolution of networks in terms of size, speed, and complexity, which turns signatures-based IDS very complex. Definitely, a higher processing capacity will be needed to accommodate growing traffic volumes, network expansion, and even sophisticated attack strategies.

The mechanics of a pattern matching technique is of a reactive type, similar to actions carried out against viruses. When criminals create and spread viruses to attack information systems, antivirus companies learn the viruses (attacks) and create the vaccine (antivirus software) to protect information systems.

2.3.2 Protocol Analysis

In general, intrusion detection systems analyze essentially the header contents of protocols (e.g., IP, TCP, UDP, and ICMP). However, a more advanced intrusion detection system can go further, performing the so-called “protocol analysis.” The protocol analysis here introduced implies that the ID system has full knowledge about all related communication protocols and is capable of detecting abnormal or suspicious activities on the network through traffic data analysis. In other words, through traffic patterns supported by those protocols, the IDS can detect the violation of the standards established by the protocols. Notice that the protocol analysis facilitates the detection of both known and unknown attack types, based on the principle of protocol violation in terms of traffic abnormalities, rather than focusing on signature pattern verification.

In protocol detection, despite the need to develop specific signatures by protocol, it is classified as a “behavioral” technique, thus any anomaly differentiation in the use of the protocol will be perceived by the sensing device and generate an alert on change.

2.3.3 Statistical and Probabilistic Approach Based ID

The probabilistic approach of ID provides a powerful complement to the signature-based approach. Most developers of intrusion prevention systems rely on Bayesian strategy to implement probabilistic-based detection modules, i.e., learning situations through conditional probability relationships instead of rules or signatures. With this additional knowledge acquired from these probabilistic studies, signature-based IDSs become more sensitive with and oriented to situations, and simultaneously, anomaly-based IDSs are still able to retain their detection capabilities.

The engineering of this probabilistic technique is as follows. First of all, network data are collected and studied. The study work consists of building a Bayesian statistical model using both real attack samples and false positive samples. Notice that a Bayesian system will be robust only if the number of samples is big enough for system training.
The statistical analysis carried out here shows what traffic patterns are most probable to be false positive and those being actually malicious attacks. Then, these learned patterns can be incorporated into and used by IDSs to provide more precise distinction between false positives and malicious traffic and consequently to reduce significantly false positive identification rates. It is important to highlight that IDSs may require a long time period initially for system model learning what may let information systems be vulnerable to attacks during this period.

2.3.4 **Neural Network Based ID**

Intrusion detection systems based on neural networks, through adaptive learning procedures, have been used to recognize abnormal behaviors found in network traffic. This is an interesting approach due to the fact that neural networks do not take into account user defined parameters.

The neural network must first be trained with clean traffic data, i.e., traffic flows without malicious activity contents. The training should be constantly executed in order to permit that the neural networks learn constant changes of traffic behaviors. Because of their inherited learning ability, neural networks have been considered as the most appropriate tools for abnormality detection. In spite of their plausible quality, neural networks lack the ability to determine the cause of the abnormality. In other words, neural networks can only determine if there is a breach of security, but not its cause. The effort adopted to circumvent this problem is the development of dedicated neural networks that specialize in a specific type of attack. This makes its use extremely efficient for intrusion detection; however, currently, this technology is still restricted to research labs, and no commercial solution has been implemented in corporate environments as yet.

The anomaly detection techniques, despite still being in their early stages, have already become a reality for business solutions. In fact the technologies of intrusion detection still have much to evolve, despite having been investigated and receiving mass investments from the security industry. Currently, publications of new works with a variety of proposals for development of new approaches and algorithms for intrusion detection occur frequently. This fact clearly demonstrates the need for improvement and investment in the both hardware and software technologies of intrusion detection.

Next we present some examples of these propositions:

a) **Strict Anomalies Detection**

This detection technique is based on either heuristics or rules (rather than on pattern or signatures matching) and attempts to detect any type of misuse that falls out of normal system operations. This is opposed to signature-based approaches, which can only detect attacks through related signatures previously created.

One of the most interesting points of this ID technique is that the IDS does not generate false positive (false alarm) events. As a consequence, the employment of such an IDS (based on the model of strict anomaly detection) may be widely accepted due to the fact that this IDS type is more suitable for network environments in which network resources can be, or have already been, well defined.

b) **Holistic Analysis**

The holistic approach is seen as the opposite of the conventional view of security [41]. The conventional analysis is also called reductionist analysis.

Holism is based on the belief that the whole is greater than the sum of its parts, i.e., the whole is indivisible and inseparable. Translating this concept in safety approach means that it is possible to infer the existence of an attack when a group of observations (apparently not correlated) are related to a structure that represents the knowledge of a method that employs an attack at a high level. In other words, the reductionist methods generate an assumption of truth based on observation of a particular action (a bottom-up approach).

Holistic methods have their reverse engineering, i.e., the method starts from a general knowledge to infer a specific observation (a top-down approach). There are several ways to
implement holistic analysis. One possible implementation consists of a path or track building over a network, in which the main node of the network acts as a final barrier that an attacker needs to overcome in order to reach his final goal.

Another implementation option would be as follows: performing wide and global analyses of possible tactics that an attacker may use and using observed facts to deduce the next tactic that could be used in attack. Note that the holistic model is based on data collected in an environment using reductionist methods; therefore, it is method dependent and needs to be used in conjunction with the reductionist method.

c) Genetic Algorithms

The creation and implementation of genetic algorithms was inspired by the evolutionary theory of Darwin when associated with genetic engineering [42]. Genetic algorithms have been used to solve many problems with very distinct natures. The genetic algorithms seek a solution that is “good enough” instead of “the best” solution.

The basic idea of genetic algorithms seeks to transform any solution of a problem into a “genetic code” that will be scored by an evaluation function, and when that score is not enough, the code is rejected. Explicitly, it is necessary to have a minimum number of generated genetic code solutions. This set of “genetic codes” is called a “population” and is used to evaluate against the problem. The expectation is that some of these codes are good enough for solving the problem. If not, some of the best codes are selected and recombined with the existing ones. The recombination here mentioned means performing an exchange of the scores of codes (depending on the type of solution), applying mutation (through a randomizing algorithm), and then reevaluating the new set of codes.

For IDS, these genetic algorithms may, for example, be used to acquire some knowledge of the examined rule-based system. The major difficulty encountered in using this approach lies in finding the right way to translate the solution into a genetic blueprint and defining the best evaluation function.

d) Biotechnology Algorithm

Biotechnology algorithms are used to detect masked attacks [43]. Masked attacks occur when the attacker succeeds in stealing a legitimate TCP session. The sequence alignment is a procedure used to determine the similarity between two DNA or protein sequences. The procedure can be executed globally, semiglobally, or locally by aligning the nucleotides or amino acids in each sequence and then producing a score indicating how well two sequences are aligned and, consequently, how similar they are.

The accuracy of DNA comparison and the flexibility provided by these algorithms have motivated their use in different applications. Particularly, the method has become attractive for solving intrusion detection problems because of conceptual equivalences between biotechnical matching and traffic pattern matching. For instance, the replacement of nucleotide sequences in biotechnology means the change of collections of user commands in intrusion detection prevention.

Although this method cannot offer the best system performance for intrusion detection in general, it particularly outperforms many other approaches when masked attacking is under discussion.

e) Fuzzy Logic Algorithms

Fuzzy logic is a computational methodology based on “degrees of truth” rather than the usual “true or false” (1 or 0) Boolean logic on which the modern computer logics are based. The fuzzy reasoning is based on rules and has enjoyed considerable successes dealing with problems in automation, control, data classification, decision analysis, and expert systems, among others. Based on the well-established fuzzy theory, the model for intrusion detection uses fuzzy logic to describe uncertainties and imprecisions of an intrusion attempt. This concept of uncertainty and imprecision is well accepted for the
case because security itself is relatively defined, so it can be uncertain and vague, thus fuzzy. The use of fuzzy logic algorithms in dealing with intrusion detection can increase the degree of reliability [44].

2.4 COMPUTATIONAL IDS TOOLS

To find out if a computer or a network has been violated is not a trivial or simple task. Sometimes, it is necessary to verify several pieces of information located at distinct units or processes inside an information system, such as the following:

- Log records (records of events)
- Unauthorized processes
- User accounts
- File systems change
- Others

Notice that the investigation of the related events and pieces of information definitely cannot be manually performed by an information system security manager. Instead, the verification and analysis should be carried out by appropriate and powerful computational tools. For network security, intrusion detection systems (IDS) are the desired and dedicated computational tools.

Under this context, the IDS can be described as an expert tool capable of reading and interpreting the contents of log files from routers, firewalls, servers, and other network devices, issuing a warning about a possible attack and identifying the hacker.

In this section, we will describe some IDS tools being widely used today. Most of these tools are based on the principle of signature matching.

2.4.1 HOST-BASED INTRUSION DETECTION SYSTEMS (HIDS)

2.4.1.1 OSSEC (Open Source Security)

The OSSEC [45] is an open source, host-based intrusion detection system developed by the Brazilian Daniel Cid with the following main functions:

- Logs analysis
- System integrity
- Rootkit detection
- Alerts and active responses (performed by firewalls or TCP wrappers)

OSSEC supports a large variety of logs, such as Unix pan, sshd (Open SSH), Unix telnetd, Samba, Su, Sudo, Proftpd, Pure-ftpd, vsftpd, Solaris ftpd, Imapd, and pop3d. Horde It can analyze protocols, search for specific content, and can also be used to detect a variety of attacks and probes, such as buffer overflows, portscans, CGI attacks, attempts to identify the operating system, among others. imp, Named (bind), Postfix, Sendmail, Iptables firewall, Solaisip filter firewall, AIX, ipsec/firewall, Netscreen firewall, Snort IDS, Apache web server (access log and error log), IIS web server, Squid proxy, Windows event logs, Generic unix authentication (adduser, logins, etc.). This HIDS offers the following operational modes:

- Local IDS: Monitoring and analyzing only the host on which OSSEC is installed
- Server: Monitoring and analyzing the logs sent by agents
- Agent: Working as a client and sending all information to the server for processing and analysis
OSSEC can work in conjunction with Snort [46] (a network-based intrusion detection system) under a hybrid detection environment, under which it analyzes the logs and alerts generated by Snort and classifies them according to the generated signatures and alerts the administrator whenever necessary.

2.4.1.2 Osiris

Osiris [47] is a host integrity monitoring system. It verifies any change occurring on network hosts as well as that on the file system and reports to the administrator. Osiris takes periodic snapshots of the file system and stores them in a database. This database, as well as the settings and logs, are stored on a central management server. When changes are detected, Osiris will record these events in the system log and optionally send an email to the administrator.

In addition to file monitoring, Osiris has the ability to monitor other system information, including user lists, group lists, and kernel modules or extensions.

Osiris runs on any Windows and UNIX system, including BSD, Linux, Mac OS X and Darwin, AIX, IRIX, and Windows NT/2K/XP. Such flexibility allows Osiris to manage any platform supported under a Windows or UNIX environment. Another facility that Osiris possesses is its modular interface. This unit allows developers to easily extend the monitoring functionality of scanning agents.

2.4.1.3 Tripwire

Tripwire [48] is a tool for evaluating the integrity of files, which is extremely useful for intrusion detection. Tripwire creates a database based on some information provided by system critical files, including file size and a cryptographic checking code. It compares the current information with that previously generated and detects the change. Then, it is the user’s responsibility to decide whether this change was due to an attack or not.

In order to have reliable judgments, the database of Tripwire should be protected against forgery and invasion attempts. This can be done by keeping the database disconnected from the network or using a storage read-only mechanism. The configuration of Tripwire can be very complex for large multi-user systems. It is necessary to associate each file with its corresponding service or application and detect occurred changes.

2.4.1.4 HP-UX HIDS

HP-UX HIDS (Hewlett-Packard Development Company) [49] is a HIDS solution provided by Hewlett-Packard that performs monitoring and generation of an alert in the event of intrusion. The intrusion detection is based on areas of vulnerability, that is, when one area is investigated, audit data are correlated to determine which of them was exploited in near real time.

2.4.1.5 CACIC

CACIC is the first public IDS developed in Brazil [50] (from Portuguese – Configurador Automático e Coletor de Informações Computacionais). CACIC is able to provide an accurate diagnosis of the computational park and display information, such as the number of devices and their distribution in various units, the types of used and licensed software, and hardware configurations, among others. It can also provide standard information and the physical location of attached equipment devices, thus extending the control of the park computational and network security.

2.4.1.6 Nagios

Nagios [51] is open source software, created originally by Ethan Galstad and called Netsaint in the 1990s. Currently, there is a large community of programmers based around developing Nagios-based IDS tools. It is a popular network monitoring application with a distributed open source under the GPL license. It can monitor both hosts and services, alerting the user when problems occur and when problems are resolved.
2.4.1.7 Radmind

The Radmind [52] consists of a set of UNIX commands and a designed manager to execute evaluation on several other client machines. Radmind has Tripwire as its core and implements an additional tool enabling the recovery of the machine after having being changed.

2.4.1.8 Other HIDS Tools

In this section will be listed other examples of host-based intrusion detection system tools as well as their link to where it is possible to obtain more information.

- Advanced Intrusion Detection Environment (AIDE)
  http://sourceforge.net/projects/aide
- Another File Integrity Checker (AFICK)
  http://afick.sourceforge.net/
- AuditGUARD
  http://www.s4software.com/ag.htm
- Event Monitoring Enabling Responses to Anomalous Live Disturbances (EMERALD’s eXpert-BSM)
- System iNtrusion Analysis and Reporting Environment (SNARE)
  http://sourceforge.net/projects/snare/
- Enterasys Dragon Host Sensor
  http://www.enterasys.com/ids/
- GrSecurity – PaX
  http://www.grsecurity.net/
- LIDS
  http://www.lids.org/
- Logsurfer
  http://www.dfn-cert.de/eng/logsurf/
- McAfee Host Intrusion Prevention
- Samhain
  http://www.la-samhna.de/samhain/
- Sentry Tools
  http://sourceforge.net/projects/sentrytools/

2.4.2 Network-based Intrusion Detection Systems (HIDS)

2.4.2.1 Snort

The Snort [46] is an open source network-based intrusion detection system, capable of performing traffic analysis and packet capture in real time on networks using the IP protocol. Snort has three operational modes, namely, the following:

- Packet capturing
- Network traffic analysis (Sniffer)
- Complete network system intrusion detection

Snort performs its detection based on signatures using a flexible rules language to analyze collected traffic data. These signatures/rules are updated daily by its development/management team as well as by enthusiasts and volunteers. The updating information and results can be acquired directly from the Internet, normally through some automated procedures.
Besides its established rules, Snort also interacts with those preprocessors located at network devices. These preprocessors are designated to perform some specific functions, which are crucial for Snort being efficient. Some well-known functionalities include portscans detection, complex attack pattern detection, and reassembling mechanisms of fragmented packet sequences.

Snort also interacts with Firewalls. The integrated mechanisms transform Snort into a reactive IDS model. Some important integrated mechanisms are SnortSam and Snort-Inline. SnortSam allows that SNORT interacts directly with many different network firewalls currently available in the market, ranging from simple and basic IPChains/IPTiptables to highly advanced Cisco firewalls.

Snort-Inline is a compiled version of SNORT. This integrated mechanism offers alternatives for dealing with input traffic packets. Instead of recording and alert generation in a suspicious connection, one may “drop” (delete) packets.

2.4.2.2 Internet Security System (ISS)
An Internet security system [53] is a real time IDS. Its architecture consists of three parts: a recognition mechanism based on the network (HIDS), a mechanism-based machine, and an administrator module.

The mechanism of network recognition is implemented on dedicated stations, each responsible for a network segment. This mechanism seeks to identify packets having attack characteristics. When an intrusion activity is detected, some action will be executed, for example, termination of the network connection, sending an alert, recording the session, reconfiguring the firewall, and sending an alert to the administrator module, among others. Mechanism-based machines compare input patterns with those recorded in order to identify attacks. The administrator module receives data from both detection mechanisms (recognition mechanism based on the network and mechanism-based machines). The presence of this module enables centralized configuration and system administration.

2.4.2.3 Kismet
Kismet [54] is a network analyzer (a sniffer) and an intrusion detection system for 802.11 wireless networks. When Kismet is implemented on wireless cards operating in the monitoring mode, the cards can capture network packets under different protocols, i.e., 802.11a, 802.11b, and 802.11g. Kismet also can run under the following operational systems: Linux, FreeBSD, NetBSD, OpenBSD, and Mac OS X.

2.4.2.4 Cisco Secure IPS
The Cisco Secure IPS [55] is a commercial IDS. This IDS actually is an updated version of NetRanger, one of the very first intrusion detection systems. The Cisco Secure IPS is a powerful IDS, capable of combining and executing different network security facilities and also acting as a prevention system against intruders.

2.4.2.5 Prelude IDS
The Prelude Hybrid [56] is an open source network-based intrusion detection system similar to Snort. The Prelude Hybrid is used to manage security information security and can be integrated with other network tools, including even more system intrusion detectors (sensors).

2.4.2.6 Bro Intrusion Detection System
The Bro Intrusion Detection System [57] is a system that performs passive monitoring of network traffic and analyzes the events with suspicious activities through semantic analysis, i.e., from the acquired knowledge, the IDS becomes enabled to investigate attacks.
2.4.2.7 Other Examples of NIDS Tools

In this section will be listed other examples of network-based intrusion detection systems tools as well as their link to where it is possible to obtain more information.

- Cyclpops IDS
- Enterasys Dragon IDS
- Firestorm NIDS
  [http://www.scaramanga.co.uk/firestorm/](http://www.scaramanga.co.uk/firestorm/)
- GFI LANguard
- RealSecure Network
- SecureMetrics
  [http://www.securitymetrics.com/securitymetricsappliance.adp](http://www.securitymetrics.com/securitymetricsappliance.adp)
- Shoki
- SNIPS
- McAfee IntruShield Network IPS Solution
- SnorbySpsa
  [http://bailey.st/blog/snorby-spsa/](http://bailey.st/blog/snorby-spsa/)

2.5 CONCLUSION

The intrusion detection systems (IDS) have evolved considerably since the 1980s and are now indispensable in today’s communication networks.

Modern intrusion detection systems are based almost exclusively on signature detection strategies due to their remarkable successes in detection of most already known attacks. However, the appearance of new and sophisticated attacking methods is constantly and quickly making network systems again vulnerable even though they are supposedly protected by the well-established signature detection systems. Although the new approach of anomaly detection has been invented to overcome this drawback, up until now, the reported performances are still far from satisfactory, precisely because of its high false alarm rates. Definitely further research on anomaly detection is needed.

As described in this chapter, many different IDS methodologies and tools have been proposed, implemented, and used by network systems. Unfortunately, individually they have their own weak points, which make them vulnerable. Fighting against those malicious attempts, which vary and are becoming more sophisticated day by day, requires more complex and intelligent IDS. A promising tendency toward this end currently focuses on new approaches that intelligently combine these methodologies.

Characterization of “normal” behaviors has also become one of the main stimuli in the field of intrusion detection systems. One expects that, based on some standardized behaviors, it is possible to easily detect anomaly behaviors. Unfortunately normal behaviors are environmentally dependent. In other words, optimization of anomaly detectors is not a trivial task due to environmental influences. Under this context, a possible challenge for new intrusion detection systems based on anomaly detection could be development of adequate theory for intrusive behavior in order to help detection system designing.
It is also noteworthy to observe that intrusion detection systems alone cannot offer all security purposes; the use of other types of protection mechanisms will always be necessary.
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3.1 DEFINITION AND HISTORY OF HONEYPOTS

3.1.1 HONEYPOT AND ITS WORKING PRINCIPLE

The best way to first define honeypot would be to talk about its history, which we understand as an appropriate sequence of reading and understanding relevant critical information.

There are many definitions of honeypot [1]. In other words, there is no clearly standardized definition of honeypot. Different researchers may have their own definitions of what a honeypot is. This fact has created a great deal of confusion and miscommunication. Some think that it is a tool for deception whereas others consider it as a weapon to lure hackers, and still there are others who believe that it is simply another intrusion detection tool. Some believe a honeypot should emulate vulnerabilities. Others see it simply as a jail! There are also some who view honeypots as controlled production systems that attackers can break into. These various viewpoints have caused a lot of misunderstanding about what a honeypot is and thus have caused barriers to realizing their true value.

The formal definition of honeypot given by Lance Spitzner [1] is “A honeypot is a security resource whose value lies in being probed, attacked, or compromised.”

Before proceeding further, a series of questions will be asked for exploring the definition of honeypot. First of all, why do we need to create a honeypot? The answer is to do the following:

- To collect information about who is trying to compromise our system. How? The honeypot has tools that can keep traces of the sources and destinations.
- A honeypot can provide us with the information about which tools and tactics have been used by the attacker(s) to compromise our system. Such information can be found in the techniques that have been used inside a honeypot, such as firewall logs, intrusion detection systems (IDSs), and system logs. By getting this information, we can avoid such attacks in the future. How? By improving our system against these known attacks. This point (i.e., collecting information about tools and tactics) is considered as the most important goal of a honeypot. This is because anyone likes to make his system as complex as possible so that it becomes more difficult for the attackers to compromise the system (of course, keeping one’s own ease of using it).
- By using a honeypot, we can get zero-day attacks (unknown or unrecorded attacks). We should mention that most of the honeypot users are researchers because a honeypot provides them with extensive information about various attacks and their patterns. There are other people as well who make honeypots for other goals, such as finding a solution for the attack in a company or simply as a test or for a demonstration of the concept and so on.
An interesting fact about a honeypot is that there is no value of a honeypot if it is not attacked by the attacker! This is because in order to capture information about the attacker the honeypot must be compromised. Otherwise, it has no utility as it cannot provide the required information. This point explains why we need a honeypot. Then, we can ask another question, which is, “How can we apply a honeypot to get attacked?” There are several ways:

1. First, we should put a honeypot in our real network as real machines or as software in a device.
2. We should separate the honeypot from other machines in the network using firewalls, routers, or other defense mechanisms. Why should we make such a separation between the honeypot and other machines? To safeguard other machines from the attackers and also to add fake values to it so that an attacker may be interested in breaking through its security barriers.
3. If we need to improve our defense systems, then in the honeypot we should use the same defense systems that we are using in other protected machines. Using the same defense systems in the honeypot helps us know how the attackers can compromise these defense systems, so we can improve them. For example, if we want to discover zero-day attacks, we should use an updated IDPS and antivirus and add supporting defense mechanisms because these defense systems can filter out the known attacks and then only unknown attack(s) will compromise our honeypot (which is our expectation). Therefore, we can reduce the heavy loads for our honeypot.
4. Based on need, we can use weak defense systems in the honeypot, or we may not use any defense system at all if we would like to trace an attacker and get information about how it causes damage. For example, if a government of a country wants to trace who will try to compromise their systems, then they can use a honeypot with weak defense systems or no defensive mechanism at all. Therefore, the attacker will be lured and can easily compromise the government systems. Then, the authority can trace this attacker. We should note that in this case, the attacker can at least guess it to be a honeypot because if a device with weak defense systems is set up, especially in a government institution, it is highly likely that it is a honeypot. The attackers are very clever. Hence, such a trap may not always work to entice the attackers when it comes to a government institution’s machines and computers.
5. We should inform all the people in an organization when we set up a honeypot so that they do not try to access it. Therefore, anything going out or coming in to the honeypot should be considered as an attack. After a considerable amount of time, we can go to the honeypot and check what it has captured. Also, in real time, we can see what exactly is happening in the honeypot.

As should be apparent from these descriptions, honeypots are different than most security tools. Most of the security technologies in use today are designed to address specific problems. For example, a firewall is a technology that protects your organization by controlling what traffic can flow where. They are used as an access control tool. Firewalls are most commonly deployed around an organization’s perimeter to block unauthorized activity. Network intrusion detection systems are designed to detect attacks by monitoring either system or network activity. Honeypots are different because they are not limited to solving a single, specific problem. Instead, a honeypot is a highly flexible tool that can be applied to a variety of different situations. This is why the definition of honeypot may at first seem vague as they can be used to achieve so many different goals and can come in a variety of different forms. For example, honeypots can be used to deter attacks, a goal shared with firewalls. Honeypots also can be used to detect attacks, similar to the functionality of an intrusion detection system (IDS). Honeypots can be used to capture and analyze automated attacks, such as worms, or act as early indications and warning sensors. Honeypots also have the capability...
to analyze the activities of the black hat community (i.e., hackers, crackers, attackers), capturing the keystrokes or conversations of attackers. How you use honeypots is up to you. It depends on what you are trying to achieve. However, all the possible manifestations share one common feature: Their value lies in being probed, attacked, or compromised.

It is important to note that honeypots do not contain valuable data. Instead, they contain some kind of fake data. Therefore, honeypots are the security resources that have no production value; no person or resource should be communicating with them. As such, any activity sent their way is suspect by nature. Any traffic sent to the honeypot is most likely a probe, scan, or attack. Any traffic initiated by the honeypot means the system has most likely been compromised, and the attacker is making outbound connections.

Let us give a practical example to complete the understanding of the definition of honeypot. Let us consider that there is a house with three rooms. We assume that this house is targeted by the attackers. The house's owner needs to know who the attacker is and how he compromises the house defense systems (i.e., door locks, money storage, window grills, etc.). The house owner has put all his valuable things in the first two rooms, and he has set inside the third room, a camera (hidden) with another camera (hidden) in the front of the room to monitor the attacker(s). The other defense systems used for the third room are the same as the defense systems used in the first two rooms, but the third room does not contain any valuable thing. In this scenario, when an attacker breaks in or comes to the third room, the camera would capture all the attacker's activities. So, in this case, the third room is working in the same way as a honeypot does because this room gives a free movement option for the attacker but records all his moves (how he approaches to search something within the room).

3.1.2 History of Honeypots

In this section, we present a brief history of honeypots [1].

- 1997—Version 0.1 of Fred Cohen's Deception Toolkit was released, one of the first honey-pot solutions available to the security community [2,3].
- 1998—Development began on CyberCop Sting, one of the first commercial honeypots sold to the public. CyberCop Sting introduces the concept of multiple, virtual systems bound to a single honeypot.
- 1998—Marty Roesch and GTE Internetworking begin development on a honeypot solution that eventually becomes NetFacade. This work also begins the concept of Snort [1,5].
- 1998—BackOfficer Friendly is released: a free, simple-to-use Windows-based honeypot.
- 1999—Formation of the Honeynet Project and publication of the *Know Your Enemy* series of papers. This work helped increase awareness and validated the value of honeypots and honeypot technologies [1,6].
- 2000–2001—Use of honeypots to capture and study worm activity. More organizations are adopting honeypots for both detecting attacks and for doing research on new threats.
- 2002—A honeypot is used to detect and capture in the wild a new and unknown attack, specifically the *Solaris ds pied* exploit.

3.1.2.1 Early Publications

Very few written or recorded materials can be found before 1990 about honeypot concepts. The first visible resource was a book written by Clifford Stoll titled *The Cuckoo's Egg* [2]. The second is the white paper “An Evening with Berferd in Which a Cracker Is Lured, Endured, and Studied” [3] by the security icon Bill Cheswick. This does not mean that honeypots were not invented until 1990; they were undoubtedly developed and used by a variety of organizations well before that time.
A great deal of research and deployment occurred within military, government, and commercial organizations, but very little of it was public knowledge before 1990.

In *The Cuckoo’s Egg*, Clifford Stoll discusses a series of true events that occurred over a 10-month period in 1986 and 1987. Stoll was an astronomer at Lawrence Berkeley Lab who worked with and helped administer a variety of computer systems used by the astronomer community. A 75-cent accounting error led him to discover that an attacker, code named “Hunter,” had infiltrated one of his systems. Instead of disabling the attacker’s accounts and locking him out of the system, Stoll decided to allow the attacker to stay on his system. His motives were to learn more about the attacker and hunt him down. Over the following months he attempted to discover the attacker’s identity while at the same time protecting the various government and military computers the attacker was targeting. Stoll’s computers were not honeypots; they were production systems used by the academic and research communities. However, he used the compromised systems to track the attacker in a manner very similar to the concept of honeypots and honeypot technologies. Stoll’s book is not technical; it reads more like some kind of spy novel. What makes the book unique and important in the history of honeypots are the concepts Stoll discusses in it.

The most fascinating thing in the book is Stoll’s approach to gaining information without the attacker realizing it. For example, he creates a bogus directory on the compromised system called SDINET, for Strategic Defense Initiative Network. He wanted to create material that would attract the attention of the attacker. He then filled the directory with a variety of interesting-sounding files. The goal was to waste the attacker’s time by compelling him to look through a lot of files. The more time he spent on the system, the more time authorities had to track down the attacker. Stoll also included documents with different values. By observing which particular documents the attacker copied, he could identify the attacker’s motives. For example, Stoll provided documents that included those that appeared to have financial value and those that had government secrets. The attacker bypassed the financial documents and focused on materials about national security. This indicated that the attacker’s motives were not financial gain but access to highly secret documents.

Bill Cheswick’s paper, “An Evening with Berferd in Which a Cracker Is Lured, Endured, and Studied,” was released in 1990. This paper is more technical than *The Cuckoo’s Egg*. It was written by security professionals for the security community. Like *The Cuckoo’s Egg*, everything in Cheswick’s paper is nonfiction. However, unlike the book, Cheswick builds a system that he wants to be compromised—which should be the first documented case of a true honeypot. In the paper, he discusses not only how the honeypot was built and used, but how a Dutch hacker was studied as he attacked and compromised a variety of systems.

Cheswick initially built a system with several vulnerabilities (including Sendmail) to determine what threats existed and how they operated. His goal was not to capture someone specific, but rather to learn what threatening activity was happening on his networks and systems.

Cheswick’s paper explains not only the different methodologies he used in building his system (he never called it a honeypot), but also how these methodologies were used. In addition to a variety of services that appeared vulnerable, he created a controlled environment called a jail, which contained the activities of the attacker. He takes us step by step through how an intruder (called Berferd) attempts to infiltrate the system and what Cheswick was able to learn from the attacker. We see how Berferd infiltrated a system using a Sendmail vulnerability and then gained control of the system. Cheswick describes the advantages and disadvantages of his approach.

Both Stoll’s book and Cheswick’s paper are good-read documents. However, none of the resources describes how to design and deploy honeypots in detail. And neither provides a precise definition of honeypots or explores the value of honeypot technologies.

### 3.1.2.2 Early Products

The first public honeypot solution, called Deception Toolkit (DTK) [4], was developed by Fred Cohen. Version 0.1 was released in November 1997, seven years after *The Cuckoo’s Egg* and “An Evening with Berferd.” DTK is one of the first free honeypot solutions one could download, install,
and try out on one’s own. It is a collection of PERL scripts and C code that is compiled and installed on a Unix system. DTK is similar to Bill Cheswick’s Berferd system in that it emulates a variety of known Unix vulnerabilities. When attacked, these emulated vulnerabilities log the attacker’s behavior and actions and reveal information about the attacker. The goal of DTK is not only to gain information but also to deceive the attacker and psychologically confuse him. DTK introduced honeypot solutions to the security community.

Following DTK, in 1998, development began on the first commercial honeypot product, CyberCop Sting. Originally developed by Alfred Huger at Secure Networks, Inc., it was purchased by NAI in 1998. This honeypot had several features different from DTK. First, it ran on Windows NT systems and not Unix. Second, it could emulate different systems at the same time, specifically a Cisco router, a Solaris server, and an NT system.

Thus, CyberCop Sting could emulate an entire network with each system having its own unique services devoted to the operating system it was emulating. It would be possible for an attacker to scan a network and find a variety of Cisco, Solaris, and NT systems. The attacker could then Telnet to the Cisco router and get a banner saying the system was Cisco, FTP to the Solaris server and get a banner saying the system was Solaris, or make an HTTP connection to the NT server. Even the emulated IP stacks were modified to replicate the proper OS. This way, if active fingerprinting measures were used, such as Nmap [7], the detected OS would reflect the services for that IP address. The multiple honeypot images created by a single CyberCop Sting installation greatly increased the chances of the honeypots being found and attacked. This improved detection of and alerting to the attacker’s activity.

For its time and development, CyberCop Sting was a cutting-edge and advanced honeypot. Also, it was easy to install, configure, and maintain, making it accessible to a large part of the security community. However, as a commercial product, it never really took off and has now been discontinued. Since its demise, several excellent commercial honeypot products have been released, including NetSec’s Specter [8] and Recourse’s Mantrap [9].

In 1998, Marty Roesch, while working at GTE Internetworking, began working on a honeypot solution for a large government client. Roesch and his colleagues developed a honeypot system that would simulate an entire class C network, up to 254 systems, using a single host to create the entire network. Up to seven different types of operating systems could be emulated with a variety of services. Although the resulting commercial product, NetFacade [5], has seen little public exposure, an important side benefit of this honeypot solution is that Roesch also developed a network-based debugging tool, which eventually led to his OpenSource IDS, Snort [10].

The year 1998 also saw the release of BackOfficer Friendly (BOF), a Windows- and Unix-based honeypot developed by Marcus Ranum and released by Network Flight Recorder. What made BOF unique is that it was free, extremely easy to use, and could run on any Windows-based desktop system. All you had to do was download the tool, install it on your system, and you instantly had your own personal honeypot. Though limited in its capabilities, BOF was many people’s first introduction to the concepts of honeypot technologies.

In 1999, the Honeynet Project was undertaken [11]. As a nonprofit research group of 30 security professionals, this group is dedicated to researching the black hat community and sharing what they learned. Their primary tool for learning is the “Honeynet,” an advanced type of honeypot. Over several years, the Honeynet Project demonstrated the capabilities and value of honeypots, specifically Honeynets, for detecting and learning about attacks and the attackers themselves. All of the group’s research methods, specifically how they designed and deployed honeypots, were publicly documented and released for the security community in a series of papers known as “Know Your Enemy.” In 2001, they released the book Know Your Enemy [6] that documented their research works and findings. This helped develop the awareness, credibility, and value of honeypots.

3.1.2.3 Recent History: Honeypots in Action

During 2000 and 2001, there was a sudden growth in both Unix-based and Windows-based worms. These worms proved to be extremely effective. Their ability to exponentially spread across the
Internet astounded the Internet community. One of the challenges that various security organizations faced was obtaining a copy of the worm for analysis and understanding how it worked. Obtaining copies of the worm from compromised production systems was difficult because of data pollution or, as in the case of the CodeRed worm [12], because the worms only resided in the system’s memory. Honeypots proved themselves to be a powerful solution in quickly capturing these worms, once again proving their value to the security community.

One example was the capture and analysis of the Leaves worm by Incidents.org. On June 19, 2001, a sudden rise of scans for the Sub7 Trojan was detected. Sub7 was a Trojan that took over Windows systems, giving an attacker total remote control of the system. The Trojan listened on the default port 27374. The attacker controlled the compromised system by connecting to this port with special client software. A team of security experts from Incidents.org attempted to find the reason for the activity.

On June 21, Johannes Ullrich of the SANS Institute deployed a honeypot that he had developed to emulate a Windows system infected with the Sub7 Trojan. Within minutes, this honeypot captured an attack, giving the Incidents team the ability to analyze it. They discovered that a worm was pretending to be a Sub7 client and attempting to infect systems already infected by the Sub7 Trojan. This saved the attacker from the trouble of hacking into systems because the systems were already attacked and compromised. Matt Fearnow and the Incidents.org team were able to do a full analysis of the worm, which was eventually identified as the W32/Leaves worm, and forward the critical information to the National Infrastructure Protection Center (NIPC). Other organizations also began using honeypots for capturing worms for analysis, such as Ryan Russel at SecurityFocus.com for analysis of the CodeRed II worm. These incidents again helped develop awareness of the value of honeypots within the security community and security research areas.

The first recorded instance involving honeypot technologies in capturing an unknown exploit occurred on January 8, 2002. A Solaris honeypot captured a dtspcd exploit, an attack never seen before. On November 12, 2001, the CERT Coordination Center, a security research organization, released an advisory for the CDE Subprocess Control Service [13], or, more specifically, dtspcd. The security community was aware that the service was vulnerable. An attacker could theoretically remotely attack and gain access to any Unix system running the dtspcd service. However, no actual exploit was known, and it was believed that there was no exploit being used in the wild. When a honeypot was used to detect and capture a dtspcd attack, it confirmed that the exploit code did exist and was being used by the black hat community. CERT was able to release an advisory [14] based on this information, warning the security community that the vulnerability was now being actively attacked and exploited. This demonstrated the value of honeypots not only in capturing known attacks, such as the worm, but also in detecting and capturing unknown attacks.

3.1.3 Types of Honeypots

There are mainly two types of honeypots:

- Production honeypots
- Research honeypots

The concept of such types comes from Marty Roesch, the developer of Snort. It evolved during his work and research at GTE Internetworking. Production honeypots protect an organization, and research honeypots are used to learn.

Production honeypots are easy to use, capture only limited information, and are used primarily by companies or corporations. These honeypots are placed inside the production network with other production servers by an organization to improve their overall state of security. They add value to the security of a specific organization and help mitigate risk. Normally, production honeypots give less information about the attacks or attackers than research honeypots do.
As we have mentioned above, production honeypots usually are easier to build and deploy than research honeypots because they require less functionality. Production honeypots are relatively simple and generally have less risk. One of the disadvantages of the production honeypots is that they generally give us less information about the attacks or the attackers than research honeypots do. We may learn about which systems the attackers are coming from or what exploits they launch, but we will most likely not learn how they communicate among each other or how they develop their tools.

Research honeypots are often very complex to deploy. The main goals of the research honeypots are to gather extensive information about the motives and tactics of the black hat community targeting different networks. It should be mentioned that the research honeypots do not add direct value to a specific organization; instead, they are used to analyze the threats that the organizations face and to learn how to better protect against those threats. Research honeypots are complex to deploy and maintain, capture extensive information, and are used primarily by research, military, or government organizations.

To get extensive information about the attackers, we need to use research honeypots; there is no other alternative. These honeypots give attackers real operating systems and applications with which to interact. This helps us to potentially learn who the attackers are, how they communicate, or how they develop or acquire their tools, but we should mention that the research honeypots have great risks as well and require more time and effort to administer. In fact, research honeypots could potentially reduce the security of an organization because they require extensive resources and maintenance efforts.

3.2 TYPES OF THREATS

A honeypot is a kind of security solution. Therefore, it is better to discuss what the problem is, e.g., the attacker. By understanding who our threat is and how he operates, we can easily understand the solution better, which is the concept of the honeypot.

3.2.1 SCRIPT KIDDIES AND ADVANCED BLACK HAT ATTACKS

There are two types of attackers, which are script kiddies and advanced black hat. It does not matter if these threats are coming from the outside, such as the Internet, or from inside, such as a disgruntled employee. Most threats tend to fall into one of these two categories.

Script kiddies: These types of attackers usually depend on scripted attacks. Sometimes these attackers have certain requirements, such as hacking systems with a fast connection to the Internet or a large hard drive for storing files. In general, however, all they care about are numbers. They tend to be less sophisticated, but they are far more numerous, representing the vast majority of probes, scans, and attacks you see today.

To compromise a device using script kiddies is very simple, and the attacker only needs to follow a number of steps to reach its intended goal. Without script kiddies, the task is much more complicated and may only be performed by experts. For example, steps would be the following:

• First, an attacker has to identify a vulnerability within an operating system (OS) or application. This is not an easy task. It requires extensive knowledge of how operating systems work, such as memory management, kernel mechanisms, and file systems’ functionality. To identify vulnerabilities in an application, an attacker would have to learn how an application operated and interacted with both the input and output of information. It could take days, weeks, even months, to identify vulnerabilities.
• However, after a vulnerability is identified, an attacker would have to develop a tool to exploit it. This requires extensive coding skills, potentially in several different computer programming languages.
• After the exploit is developed, the attacker has to find vulnerable systems. Often one scanning tool is used to find systems that are accessible on the Internet, using such functionality as an ICMP ping or a full TCP connection. These tools are used to develop a database of systems that are accessible. Then the attacker has to determine what services existed on the reachable systems—that is, what was actually running on the targets. Furthermore, the attacker has to determine if any of these services was vulnerable.

• The next step would be launching the exploit against the victim, hacking into and gaining control of the system. Finally, various other tools (often called rootkits) should be used to take over and maintain control of a compromised system.

Each of these steps just described requires the development of a unique tool, and using all those tools takes a lot of time and resources. Once the attack is launched, the tools are often manually operated, requiring a great deal of work from an experienced attacker.

The above mentioned steps are too difficult and need a great deal of experience from the attackers; that means there could be only a few people who could do this successfully. Unfortunately, today, the story is too different. With almost no technical skills or knowledge, anyone can simply download tools from the Internet that can do all the work for them. Sometimes, these tools combine all of the activities that we have just described into a fully automated weapon that only needs to be pointed at certain systems or even at an entire network. This is as simple as just clicking a button or pressing a key on the keyboard! An attacker simply downloads these tools, follows the instructions, launches the attacks, and happily hacks his way into hundreds or even thousands of systems. These tools are rapidly spreading across the Internet, giving access to thousands of attackers who may do such tasks just for fun. What used to be a highly complex development process is now extremely simple!

Attackers can download the automated tools from a variety of resources or exchange them with their friends. IRC (Internet relay chat) and the World Wide Web (www) enabled black hats to instantly share new attack tools around the world. Then, they simply learn the command line syntax for the tool. For attackers who are unfamiliar with command line syntax, a variety of tools have been designed for Windows with point-and-click capabilities. Some of the exploits even come with well-written, step-by-step instructions.

Advanced black hat: These types of attackers focus on targets of choice and may want to compromise a specific system or systems of high value. These individuals are most likely highly experienced and knowledgeable attackers. Their attack is usually financially or nationally motivated, such as with state-sponsored terrorism. They have a specific target they want to compromise, and they focus only on that one. Though less common and fewer in number, these attackers are far more dangerous due to their advanced skill level. Not only can they penetrate highly secured systems, their actions are difficult to detect and trace. Advanced black hats make little “noise” while attacking systems, and they excel at covering their tracks. Even if you have been successfully attacked by such a skilled black hat, you may never even be aware of it.

While script kiddies and automated attacks represent the largest percentage of attackers, the smaller, more dangerous percentage of attackers are the skilled ones that do not want anyone to know about their existence. These advanced black hats do not release their tools. They only attack and compromise systems of high value (i.e., systems of choice). When these attackers are successful, they do not tell the world about it. Instead, they silently infiltrate organizations, collecting information, users’ accounts, and access to critical resources. Often organizations have no idea that they have been compromised. Advanced attackers can spend months, even years, within a compromised organization without anyone finding out.

These attackers are interested in a variety of targets. It could be an online banking system, in which the attacker is after the database containing millions of peoples’ credit card information. It could be a case of corporate espionage, in which the attacker is attempting to infiltrate a car manufacturer and obtain research designs of future cars. Or it can be as sinister as a foreign government
attempting to access highly confidential government secrets, potentially compromising the security of a country.

These individuals are highly trained and experienced, and they are far more difficult to detect than script kiddies. Even after they have successfully penetrated an organization, they will take advanced steps to ensure that their presence or activity cannot be detected. Very little is known about these attackers. Unlike unskilled attackers, advanced black hats do not share the same tools or techniques. Each one tends to develop his own skills, methods, and tool sets specialized for specific activities. As such, when the tools and methods of one advanced attacker are discovered, the information gained may not apply to other advanced black hats.

We should mention that every computer connected to the Internet is exposed to a great danger. This danger may cost you all your life; for example, what would happen if an attacker uses your hard drive to store all of the stolen credit card information that he has collected? If the competent authorities for credit cards prosecute thieves, track the attacker traces, and find that the credit card information is in your computer, what will you do? It may happen that the amount of money that was stolen from the credit cards is too much. In such an embarrassing case, how can you deny the charge against you? Therefore, everyone should take care about this great issue and try to make his computer as secure as possible.

3.2.2 Motivations of the Attackers

Understanding the motivation of the attackers will help us understand threats better. The following attacks will help for understanding why an attacker would target and attempt to compromise a system.

3.2.2.1 Denial of Service (DoS) Attack

DoS attacks are those designed to take out the computer systems or networks of a victim. This is commonly done by flooding the intended target (such as a Web server) with a barrage of network traffic. The more traffic that is thrown at a victim, the more effective the attack is. Attackers will often compromise hundreds, if not thousands, of systems to be used for attacks. The more computers they own, the more traffic they can launch at a target. Many black hats use DoS attacks to take out other black hats. One example is IRC wars, in which one individual attempts to knock out another individual from an IRC channel, using DoS attacks [15].

3.2.2.2 BOTs

BOTs (the word bot has been derived from robot) are automated robots that act on behalf of an individual in a preprogrammed fashion. They are most commonly used to maintain control of IRC. The more computers one hacks into, the more BOTs one can launch, and the more one can control specific IRC channels. Using many BOTs protects individuals from losing control of an IRC from denial of service attacks.

3.2.2.3 Phishing

Phishing is a way of attempting to acquire information (and sometimes, indirectly, money) such as usernames, passwords, and credit card details by masquerading as a trustworthy entity in an electronic communication. Communications purporting to be from popular social websites, auction sites, online payment processors, or IT (information technology) administrators are commonly used to lure the unsuspecting public. Phishing is typically carried out by email spoofing or instant messaging, and it often directs users to enter details at a fake website whose look and feel are almost identical to the legitimate one. Phishing is an example of social engineering techniques used to deceive users and exploit the poor usability of current web security technologies. Attempts to deal with the growing number of reported phishing incidents include legislation, user training, public awareness, and technical security measures [16].
3.3 THE VALUE OF HONEYPOTS

We know now from all the above discussions that there is no specific definition of what a honeypot is. Therefore, the value of a honeypot depends on what your problem is or why you need to build honeypots. The answers to these questions will highlight the value of honeypots. Therefore, the value of honeypots basically depends on your goals.

There are advantages and disadvantages of the honeypots, which affect their value. In this section, we show the advantages and disadvantages of them. Moreover, we will present the differences between production and research honeypots and their respective roles.

3.3.1 ADVANTAGES OF HONEYPOTS

There are many advantages of using honeypots, but in this section we will focus on only some of those [1].

- **Data Value:** One of the challenges that the security community faces is gaining value from data. Organizations collect vast amounts of data every day, including firewall logs, system logs, and intrusion detection alerts. The sheer amount of information can be overwhelming, making it extremely difficult to derive any value from the data. Honeypots, on the other hand, collect very little data, but what they do collect is normally of high value. The honeypot concept of no expected production activity dramatically reduces the noise level. Instead of logging gigabytes of data every day, most honeypots collect several megabytes of data per day, if even that much. Any data that is logged is most likely a scan, probe, or attack—information of high value.

  Honeypots can give you the precise information you need in a quick and easy-to-understand format. This makes analysis much easier and reaction time much quicker. For example, the Honeynet Project, a group researching honeypots, collects, on average, less than 1 MB of data per day. Even though this is a very small amount of data, it contains primarily malicious activities. These data can then be used for statistical modeling, trend analysis, detecting attacks, or even analyzing attackers. This is similar to a microscope effect. Whatever data you capture is placed under a microscope for detailed scrutiny.

- **Resources:** Another challenge most security mechanisms face is resource limitations or even resource exhaustion. Resource exhaustion is when a security resource can no longer continue to function because its resources are overwhelmed. For example, a firewall may fail because its connections table is full, it has run out of resources, or it can no longer monitor connections. This forces the firewall to block all connections instead of just blocking unauthorized activity. An intrusion detection system may have too much network activity to monitor, perhaps hundreds of megabytes of data per second. When this happens, the IDS sensor’s buffers become full, and it begins dropping packets. Its resources have been exhausted, and it can no longer effectively monitor network activity, potentially missing attacks. Another example is centralized log servers. They may not be able to collect all the events from remote systems, potentially dropping and failing to log critical events.

  Because they capture and monitor little activity, honeypots typically do not have problems of resource exhaustion. As a point of contrast, most IDS sensors have difficulty monitoring networks that have gigabits speed. The speed and volume of the traffic are simply too great for the sensor to analyze every packet. As a result, traffic is dropped and potential attacks are missed. A honeypot deployed on the same network does not share this problem. It only captures activities directed to it; so the system is not overwhelmed by the traffic. Where the IDS sensor may fail because of resource exhaustion, the honeypot is not likely to have a problem. A side benefit of the limited resource requirements of a honeypot is that you do not have to invest a great deal of money in hardware for it. Honeypots, in contrast
to many security mechanisms, such as firewalls or IDS sensors, do not require the latest cutting-edge technology, vast amounts of RAM or chip speed, or large disk drives. You can use leftover computers found in your organization or that old laptop your boss no longer wants. This means that not only can a honeypot be deployed on your gigabit network, but also it can be a relatively cheap computer.

- **Simplicity:** Simplicity is the biggest single advantage of honeypots. There are no fancy algorithms to develop, no signature databases to maintain, no rule-bases to misconfigure. You just take the honeypot, drop it somewhere in your organization, and sit back and wait. While some honeypots, especially research honeypots, can be more complex, they all operate on the same simple premise: If somebody or someone connects to the honeypot, check it out. As experienced security professionals will tell you, the simpler the concept is, the more reliable it is. With complexity comes misconfiguration, breakdowns, and failures.

- **Fewer false positives:** We mentioned earlier that any interaction with the honeypots will be considered as suspicious. Moreover, when all people in an organization are informed that there is a honeypot set up in the organization (i.e., some devices are acting as honeypots), nobody will try to access those.

- **Do not require known attack signatures, unlike IDS:** Honeypots do not require known attack signatures to detect suspicious activities. All activities in honeypots will be stored as suspicious.

### 3.3.2 Disadvantages of Honeypots

While it is true that the honeypots have great advantages, they also have several disadvantages [1]. A critical point to remember is that honeypots do not replace any security mechanisms; they only work with and enhance your overall security architecture. Let us see now some of the significant disadvantages:

- **Only monitor interactions made directly with the Honeypot:** This is considered as the greatest disadvantage of honeypots. They only see what activity is directed against them. If an attacker breaks into your network and attacks a variety of systems, your honeypot will be unaware of the activity unless it is attacked directly. If the attacker has identified your honeypot as what it is, he can avoid that system and infiltrate your organization with the honeypot never knowing something bad happened! As noted earlier, honeypots have a microscope effect on the value of the data you collect, enabling you to focus closely on data of known value. However, like a microscope, the honeypot’s very limited field of view can exclude events happening all around it.

- **Risk:** Honeypots can be used by expert attackers to attack other systems. Therefore, they can be even greater threats for your network.

- **Fingerprinting:** Another disadvantage found especially in many commercial versions is fingerprinting. Fingerprinting is when an attacker can identify the true identity of a honeypot because it has certain expected characteristics or behaviors. For example, a honeypot may emulate a Web server. Whenever an attacker connects to this specific type of honeypot, the Web server responds by sending a common error message using standard HTML. This is the exact response we would expect from any Web server. However, for instance, if the honeypot has a weakness in it and misspells one of the HTML commands, such as spelling the word `length` as `legnht`, then this misspelling becomes a fingerprint for the honeypot. This is because any attacker can quickly identify such types of mistakes in the Web server emulation. Also, an incorrectly implemented honeypot can identify itself. For example, a honeypot may be designed to emulate an NT IIS Web server, but it also has certain characteristics that identify it as a Unix Solaris server. These contradictory identities can act as a signature for a Honeypot. There are a variety of other methods to fingerprint a Honeypot that we discuss in other parts of this book.
If a black hat identifies an organization using a honeypot on its internal networks, he could spoof the identity of other production systems and attack the honeypot. The honeypot would detect these spoofed attacks and falsely alert administrators that a production system is attacking it, sending the organization on a wild goose chase! Meanwhile, in the midst of all the confusion, an attacker could focus on real attacks.

Fingerprinting is an even greater risk for research honeypots. A system designed to gain intelligence can be devastated if detected. An attacker can feed bad/wrong information to a research honeypot as opposed to avoiding detection. This wrong information would then lead the security community to make incorrect conclusions about the black hat community.

Although these disadvantages seem to be diminishing the value of honeypots, some organizations might want to use them positively to scare away or confuse attackers. Once a honeypot is attacked, it can identify itself and then warn the attacker in hopes of scaring him off. However, in most situations, organizations do not want their honeypots to be detected.

### 3.3.3 Roles of Honeypots in Network Security

We have discussed the advantages and disadvantages of the honeypots. So to see what the greatest value of the honeypots could be, we must apply them to security. We may analyze how they add value to security and reduce an organization’s overall risk.

The security is broken into three categories by Bruce Schneier in *Secrets and Lies* [17]. These are prevention, detection, and response. Here, we will discuss how honeypots can or cannot add value to each one of them.

#### 3.3.3.1 Prevention

In network security, prevention means keeping the bad guy out (i.e., preventing the bad guy from entering your network). Honeypots add a little value to prevention. Moreover, we know that honeypots can be used by the attackers to attack other systems in your organizations. The good news is that there are many methods that can be used by the honeypots to prevent the attackers from entering your organization. When attackers know that an organization has applied honeypots, they will worry about being detected, and also they will waste time and resources attacking the honeypots. This method that we discussed earlier is known as prevention by deception or deterrence. The deception concept is to make attackers waste time and resources attacking honeypots as opposed to attacking production systems. The deterrence concept is that if attackers know there are honeypots in an organization, they may be scared off. Perhaps they will not want to be detected or they will not want to waste their time or resources.

We should mention that deception and deterrence fail to prevent the most common of the attacks, especially targets of opportunity. This is because *targets-of-opportunity* attackers use automated tools to compromise as many systems as possible. These attackers do not spend time analyzing the systems they target. Deception or deterrence will not prevent these attacks because there is no conscious individual to deter or deceive. Finally, we can say that there is no real prevention done by honeypots or a limited prevention can be provided by them.

#### 3.3.3.2 Detection

Detection means the act of monitoring, identifying, and alerting unauthorized activity. While prevention means to block unauthorized activities from entering your organization, detection means that unauthorized activities can enter your organization, and the system then sends an alert in real time to the administrators. Consequently, the administrators would check whether these activities are really authorized or not. If those are confirmed as unauthorized, the administrators would deny those or purge those out.

The security community has designed several technologies for doing detection tasks; one of those is an intrusion detection system (IDS), for example. An IDS is a security solution that is designed to detect unauthorized activities in the network or on an individual machine.
After these descriptions about detection, one question comes forward, that is, do honeypots add value in detecting unauthorized or suspicious activity? The answer is yes! Honeypots add a great value in detection, which we will explore now.

There are mainly three common challenges of the detection environment:

- False positives
- False negatives
- Data aggregation

False positives happen when the IDS falsely alerts suspicious or malicious activity, typically because of flawed traffic modeling or weak rules/signatures/anomalies specified. False negatives are when the system fails to detect an attack. The third challenge is data aggregation, centrally collecting all the data used for detection and then corroborating that data into valuable information.

A single false positive is not a problem. The problem occurs when a system sends too many false positives (i.e., hundreds or even thousands of times a day). So too many false positives are a big problem because the administrator should take care of all these false positives to check whether those are truly false positives or not. This adds to the burden of tasks of an administrator as we know that a person in that role has too many tasks to perform each day including taking care of the IDS. If an IDS has a huge number of false positives, an administrator is supposed to give most of his time for this issue and ignore all the other issues. Often some people say that an IDS is good if it has a few false positives, and they seem not to care about the danger of false negatives. Our view on this matter is that both false positives and false negatives are equally crucial for an organization because a successful false negative will make a big problem in an organization, such as information theft, network delay, system down, and so on. Again, false positives are considered to be big trouble as these can occupy an administrator’s working hours and drain him out.

It is well understood that there is not a single manmade system in the world that is 100% perfect. But usually our goal is to design and develop any system as flawless as we can to the best of our abilities. A perfect system needs Godly inputs and supports, which would be free from any error, which is not applicable for human beings. So a very good IDS also should have a few false positives and false negatives.

The third challenge is data aggregation as mentioned before. Modern technology is extremely effective at capturing extensive amounts of data. NIDS, system logs, application logs—all of these resources are very good at capturing and generating gigabytes of data. The challenge is how to aggregate all these data so that they have value in detecting and confirming an attack. New technologies are constantly being devised to pull all these data together to create value to potentially detect attacks. At the same time, new technologies are being developed that can generate more new forms of data. So here the problem is that the technology is advancing too rapidly, and the solutions for aggregating data cannot cope with the pace of data production.

To make a good environment for detection, we must address the above three challenges. The honeypots can address these challenges in style! Let us find out how:

- **False positives:** Most honeypots have no production traffic nor will it run any legitimate production services. So there is little activity to generate false positives.
- **False negatives:** Honeypots address false negatives because they are not easily evaded or defeated by new exploits. Moreover, as we know that there is little or no production activity within the honeypots, they reduce false negatives by capturing absolutely everything that enters and leaves the system. This means that all the activities that are captured are most likely the suspects.
- **Data aggregation:** Honeypots address this issue by capturing high-value data. They usually generate only several megabytes of data a day, most of which are of high value. Also, honeypots can capture zero-day attacks (i.e., unknown attacks), which are not detected by other security tools. This makes them extremely handy for use in network systems.
Using Routers and Honeypots in Combination for Collecting Internet Worm Attacks

One example of using a honeypot for detection would be its deployment within a DMZ, often called the demilitarized zone. This is a network of untrusted systems normally used to provide services to the Internet, such as email or Web servers. These are usually the systems at great risk because anyone on the Internet can initiate a connection to them, so they are highly likely to be attacked and potentially compromised. Detection of such activity is critical. The problem is that such attacks are difficult to detect because there are so many production activities going on. All of this traffic can generate a significant amount of false positives. Administrators may quickly ignore alerts generated by traffic within the DMZ. Also, because of the large amount of traffic generated, data aggregation becomes a challenge. However, we do not want to miss any attacks, specifically false negatives. Hence, such implementation is often welcome.

3.3.3.3 Response
Once an attack is detected, we need the ability to respond to this attack. A honeypot can help protect an organization in response to such an event. One of the greatest challenges that the organizations face today is how to respond to an attack. There is often little information about the attacker(s), how they got in, or how much damage they have already done. In an attack situation, detailed information about the attacker’s activities is critical. The main problem to attack response is that often the compromised system is a production system and is running essential services. Hence, it is difficult to shut it down or take it offline. Even if the system is taken offline, the logs and data entries are so much that it can be difficult to determine what normal day-to-day activities are and what the attacker’s activities are.

Honeypots can help address both problems. Honeypots make an excellent incident response tool as they can quickly and easily be taken offline for a full forensic analysis without impacting day-to-day production operations. Also, the only activity a honeypot captures is unauthorized or malicious activity (as already mentioned). This makes hacked honeypots much easier to analyze than hacked production systems as any data we retrieve from a honeypot are most likely related to the attacker. The precious gift they (i.e., honeypots) provide here is quickly giving organizations some kind of in-depth information that the organizations need to respond to an attack effectively. Generally, high-interaction honeypots make the best solutions for response. We will soon talk about this in this chapter.

3.4 HONEYPOT TYPES BASED ON INTERACTION LEVEL
The level of interaction gives us a scale with which we could measure and compare honeypots. The more a honeypot can do and the more an attacker can do to a honeypot, the greater the information that can be derived from it. However, by the same token, the more an attacker can do to the honeypot, the more potential damage an attacker can incur. Based on interaction levels, honeypots fall into three categories [1], which are low-interaction honeypots, mid-interaction honeypots, and high-interaction honeypots.

3.4.1 Low-Interaction Honeypots
Low-interaction honeypots are the simplest in terms of implementation and typically are the easiest to install, configure, deploy, and maintain because of their simple design and basic functionality. These honeypots merely emulate a variety of services. So the attacker is limited to interacting with these predesignated services. For example, a low-interaction honeypot could emulate a standard Unix server with several running services, such as Telnet and FTP. An attacker could Telnet to the honeypot, get a banner that states the operating system, and perhaps obtain a login prompt. The attacker can then attempt to log in by brute force or by guessing the passwords. The honeypot would capture and collect these attempts, but we should mention that there is no real operating system for the attacker to log in to. So, the attacker's interaction is limited to login attempts!
In fact, the main function of the low-interaction honeypots is detection, specifically of unauthorized scans or unauthorized connection attempts. As we mentioned above, low-interaction honeypots offer a limited functionality; most of this can be emulated by a program. The program is simply installed on a host system and configured to offer whatever services the admin wants, and the honeypot is ready. This makes both deployment and maintenance of the honeypot easy. All that the administrator has to do is to maintain patch levels of the program and monitor any alerting mechanisms.

Low-interaction honeypots have the lowest risk because there is no real operating system for the attacker to interact with (i.e., all of the services are emulated, not real). So these honeypots cannot be used to harm or monitor other systems. Low-interaction honeypots log only limited information and are designed to capture known activities. An attacker can detect a low-interaction honeypot by executing a command that the emulation does not support.

One of the advantages of this approach is that the activities of the attacker are naturally sandboxed within the boundaries of the software running on a host operating system. The honeypot can pretend to be, for example, a Solaris server, with the TCP/IP stack characteristics of a Solaris system emulated to fool OS fingerprinting and services that one would expect to see on such a server running Solaris. However, because these services are incompletely implemented, exploits written to compromise a Solaris server will, at best, result in a simulated compromise of the honeypot. That is, if the exploit is known and handled by the honeypot, the actual host operating system is not compromised. At the worst case, the exploit will fail because the exploit is unknown, or the vulnerability is not implemented in the honeypot.

Another advantage of the low-interaction honeypot is that the attacker is also restricted from attacking other hosts from the honeypot system. This is again because the compromise of the server is emulated.

Using low-interaction honeypots has also some disadvantages, which come from the advantages! By definition, no low-interaction emulation of an operating system and its services will be complete. The responses an attacker would expect for known vulnerabilities and exploits are emulated, so a low-interaction honeypot will not respond accurately to exploits we have not included in the emulated responses. The so called zero-day exploits would fall into this category. These exploits are kept private by the attackers, and it is, therefore, difficult to prepare your honeypot for these kinds of exploits [18].

### 3.4.2 High-Interaction Honeypots

The high-interaction honeypots are so different from low-interaction honeypots in terms of implementation and collecting information. High-interaction honeypots utilize actual operating systems rather than emulations. As actual operating systems are used in the high-interaction honeypots, the attacker gets a more realistic experience, and we can be able to gather more information about intended attacks. This makes high-interaction honeypots very useful in situations in which one wishes to capture details of vulnerabilities or exploits that are not yet known to the public. These vulnerabilities or exploits are being used only by a small number of attackers who discovered the vulnerability and wrote an exploit for it. Such exploits are known as zero-day exploits. It is very important to find and publicize these vulnerabilities quickly so that the system administrators can filter or work around these problems. Also vendors can develop and release software patches to fix these vulnerabilities [18].

The high-interaction honeypots can be sometimes very dangerous because the attackers can use these systems to harm other systems. So, most often, high-interaction honeypots are placed within a controlled environment, such as behind a firewall. The ability to control the attacker comes not only from the honeypot itself but also from the network access control device—in many cases the firewall. The firewall allows the attacker to compromise one of the honeypots sitting behind the firewall, but it does not let the attacker use the honeypot to launch attacks back out. Such architecture is very complex to deploy and maintain (and it also may be expensive), especially if you do not want the attacker to realize that he is being monitored and controlled. A great amount of work goes into building a firewall with proper rule bases.
As we have mentioned above, the high-interaction honeypots need extensive control mechanisms; these can be extremely difficult and time consuming to install and configure. To implement high-interaction honeypots, a variety of different technologies should be combined, such as firewall and intrusion detection systems. All of the technologies have to be properly customized for the high-interaction honeypot. Maintenance is also time consuming because we must update firewall rule bases and IDS signature databases and monitor the honeypot activity around the clock. Because of these complexities, the high-interaction honeypots have high risk. The more interaction we allow the attacker, the more that can go wrong. However, once implemented correctly, a high-interaction honeypot can give valuable insights about attackers that no other honeypot can do.

3.4.3 Medium-Interaction Honeypots

Medium-interaction honeypots [19] try to combine the benefits of both approaches (low interaction and high interaction) in regards to botnet detection and malware collection while removing their shortcomings.

The key feature of medium-interaction honeypots is application layer virtualization. The medium-interaction honeypots do not aim at fully simulating a full operational system environment, nor do they implement all details of an application protocol. What these honeypots do is to provide sufficient responses that known exploits wait on certain ports that will trick them into sending their payloads.

Once the payload has been received, the shellcode is extracted and analyzed somehow. The medium-interaction honeypot then emulates the actions the shellcode would perform to download the malware. Therefore, the honeypot has to provide some virtual file system as well as virtual standard Windows download utilities. The honeypot can then download the malware from the serving location and store it locally or submit it somewhere else for analysis.

3.5 Notable Honeypots

In this section, we present an overview of five notable honeypots [1]. These examples can give the readers some idea about what honeypot products are available (the open source products and the commercial versions).

3.5.1 BackOfficer Friendly

BackOfficer Friendly, or BOF, was developed by Marcus Ranum and the folks at Network Flight Recorder. The BackOfficer Friendly is commonly called a simple, free honeypot solution. BOF is considered a low-interaction honeypot designed to run on almost any Windows system.

BOF is very simple so that anyone can install it on his system; also it is easy to configure and requires low maintenance tasks. Because of the fact that it is simple, its capabilities are also severely limited. It has a small set of services that simply listen to ports with notably limited emulation capabilities.

3.5.2 Specter

Specter is developed and sold by the folks at NetSec, and it is considered to be a commercially supported honeypot. Specter is also considered as a low-interaction honeypot like BOF, but it has more functionality and capabilities than BOF has. In fact, Specter is not just the emulated services; it has the ability to emulate different operating systems and vulnerabilities. It also has extensive alerting and logging capabilities. Moreover, Specter is easy to deploy, simple to maintain, and is of low risk because it only emulates services with limited interaction. However, compared to medium- and high-interaction honeypots, it is limited in the amount of information that it can gather. Specter is primarily a production honeypot.
3.5.3 **Honeyd**

Honeyd is considered as an open source, low-interaction honeypot. The main functions of Honeyd are to do the following:

- Detect
- Capture
- Alert to suspicious activity

Honeyd was developed by Niels Provos in April 2002. It introduces several new concepts for honeypots. First, it does not monitor a single IP address for activity; instead it monitors networks of millions of systems. When it detects probes against a system that does not exist, it dynamically assumes the identity of the victim and then interacts with the attacker, exponentially increasing the honeypot’s ability to detect and capture attacks. It can emulate hundreds of operating systems at both the application and IP stack levels. As an open source solution, Honeyd is a free technology, giving you full access to the source code. You can customize your own solutions or use those developed by other members of the security community. Designed for the Unix platform, Honeyd is relatively easy to install and configure, relying primarily on a command line interface.

3.5.4 **ManTrap**

ManTrap is considered to be a medium- to high-interaction honeypot, and it is a commercial honeypot. ManTrap does not emulate any services like BOF, Spector, and Honeyd. Instead, it takes an operating system and creates up to four virtual operating systems. This gives the administrator extensive control and data-capturing capabilities over the virtual operating systems. Organizations can even install production applications that they want to test, such as DNS, Web servers, or even a database. These virtual operating systems have almost the exact same interaction and functionality as standard production systems. Thus, a great deal can be learned from the attacker.

ManTrap is fairly easy to deploy and maintain as a commercial product. It can also capture an incredible amount of information. Not only does ManTrap detect scans and unauthorized connections, but also it can capture unknown attacks, black hat conversations, or new vulnerabilities. However, its versatility comes at the cost of increased risk. As the honeypot has a full operating system for the attacker to work with, the honeypot can be used to attack other systems and execute unauthorized activity.

One limitation of ManTrap is that it may not work on all operating systems. As technology moves forward at great speed, the readers are suggested to seek out the latest product version (and which operating systems it may support). ManTrap has the flexibility to be used as either a production or research honeypot although it is most commonly used for production purposes.

3.5.5 **Honeynets**

Honeynets are high-interaction honeypots. In fact, it is difficult to envisage any other honeypot solution that can offer a greater level of interaction than honeynets do. The concept of a honeynet is simple: building a network of standard production systems, just as we would find in most organizations today; putting this network of systems behind some type of access control device (such as a firewall); and watching what happens. Attackers can probe, attack, and exploit any system within the honeynet, giving them full operating systems and applications to interact with. No services are emulated, and no caged environments are created. The systems within a honeynet can be anything: a Solaris server running an Oracle database, a Windows XP server running an IIS Web server, a Cisco router, etc. In short, the systems within a honeynet are true production systems [1].
The complexity of a honeynet is not in the building of the honeypots themselves (they can easily be nothing more than default installations) but rather in building the controlled network that both controls and captures all the activities that are happening to and from the honeypots. As such, honeynets are some of the most difficult honeypots to both deploy and maintain. This complexity makes a honeynet the highest-risk honeypot solution. One of the most important advantages of honeynets is that they can also capture the greatest level of information on almost any platform that may exist. Honeynets are primarily used for research purposes. Because of the incredible amount of work involved, they have little value as production honeypots.

3.5.5.1 Virtual Honeynets

A virtual honeynet is a solution that allows you to run everything you need on a single computer. We use the term virtual because different operating systems have the appearance to be running on their own independent computers, which are not real machines. These solutions are possible because of virtualization software that allows running multiple operating systems at the same time on the same hardware. Virtual honeynets are not a radically new technology; these simply take the concept of honeynet technologies and implement that into a single system. This implementation has its unique advantages and disadvantages over traditional honeynets [20].

The advantages of a virtual honeynet include reduced cost and easier management as everything is combined in a single system. Instead of taking many computers to deploy as with a full honeynet, you can do it with only one computer. However, this simplicity comes at a cost. First, you are restricted to choose what types of operating systems you can deploy by the hardware and virtualization software. For example, most virtual honeynets are based on the Intel X86 chip, so you are restricted to operating systems based on that architecture. You most likely cannot deploy an Alteon switch, VAX, or Cray computer within a virtual honeynet. Secondly, virtual honeynets come with a risk. Specifically, an attacker may be able to compromise the virtualization software and take over the entire honeynet, giving them control over all the systems. Finally, there is the risk of fingerprinting. Once the bad guys have hacked the systems within your virtual honeynet, they may be able to determine what systems are running in a virtual environment.

We have broken virtual honeynets into two categories: self-contained and hybrid. Of the two, self-contained is the more common. We will first define these two different types and then cover the different ways that virtual honeynets can be deployed.

Self-Contained Virtual Honeynet: A self-contained virtual honeynet is an entire honeynet network condensed onto a single computer. The entire network is virtually contained on a single, physical system. A honeynet network typically consists of a firewall gateway for data control and data capture and the honeypots within the honeynet. Some advantages of this type of virtual honeynet(s) are the following:

- **Portable:** Virtual honeynets can be placed on a laptop and taken anywhere.
- **Plug and catch:** You can take the one box and just plug it in to any network, and it can be ready to catch the black hats. This makes deployment much easier as you are physically deploying and connecting only one system.
- **Cheap in terms of money and space:** You only need one computer, so it cuts down on your hardware expenses. It also has a small footprint and only takes one outlet and one port! For those of us with very limited space and power, this is a life saver.

There are some disadvantages as well:

- **Single point of failure:** If something goes wrong with the hardware, the entire honeynet could be out of order.
- **High quality computer:** Even though a self-contained honeynet only requires one computer, it will have to be a powerful system. Depending on your setup, you may need a great deal of memory and processing power.
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- **Security**: Because everything might be sharing the same hardware, there is a danger of an attacker getting at other parts of the system. Much of this depends on the virtualization software, which will be discussed later.
- **Limited software**: Because everything has to run on one box, you are limited to the software you can use. For instance, it is difficult to run Cisco IOS on an Intel chip.

**Hybrid Virtual Honeynet**: A hybrid virtual honeynet is a combination of the classic honeynet and virtualization software. Data capture, such as firewalls, and data control, such as IDS sensors and logging, are on a separate, isolated system. This isolation reduces the risk of compromise. However, all the Honeypots are virtually run on a single box. The advantages to this setup are the following:

- **Secure**: As we saw with the self-contained virtual honeynets, there is a danger of an attacker getting to the other parts of the honeynet (like the firewall). With hybrid virtual honeynets, the only danger would be that the attacker has access to the other honeypots.
- **Flexible**: You are able to use a wide variety of software and hardware for the data control and data capture elements of the hybrid network. An example would be that you can use the OpenSnort sensor on the network or a Cisco pix appliance. You can also run any kind of honeypot you want because you can just drop another computer on the network (in addition to your virtual honeypot’s box).

Some disadvantages are the following:

- **Not portable**: Because the honeynet network will consist of more than one box, it makes it more difficult to move.
- **Expensive in terms of time and space**: You will have to spend more in terms of power, space, and possibly money because there is more than one computer in the network.

**3.5.5.2 Virtualization Software**

Hybrid virtual honeynets can allow you to leverage the flexibility of classic honeynets and let you increase the amount of honeypots by using virtualization software. Now that we have defined the two general categories of virtual honeynets, let us highlight some of the possible ways to implement a virtual honeynet. Here, we outline three different technologies that will allow you to deploy your own. Undoubtedly, there are other options, such as Bochs; however, the Honeynet Project has used and tested all three methods. No one solution is better than the other. Instead, each of them has its own unique advantages and disadvantages; it is up to you to decide which solution works the best. The three options we will now cover are VMware Workstation, VMware GSX Server, and User Mode Linux [6].

- **VMware Workstation**

  VMware Workstation is a long used and established virtualization option. It is designed for the desktop user and is available for Linux and Windows platforms. Advantages to using VMware Workstation as a virtual honeynet are the following:

1. **Wide range of operating system support**: You are able to run a variety of operating systems within the virtual environment (called GuestOSs), including Linux, Solaris, Windows, and FreeBSD honeypots.
2. **Networking options**: VMware Workstation provides two ways to handle networking. The first is Bridged, which is useful for hybrid virtual honeynet networks because it lets a honeypot use the computer’s card and appear to be any other host on the honeynet network.
The second option is host-only networking; this is good for self-contained virtual honeynets because you are able to better control traffic with a firewall.

3. VMware Workstation creates an image of each guest operating system: These images are simply a file, making them highly portable. This means that you can transfer them to other computers. To restore a honeypot to its original condition, you can just copy a backup into its place.

4. Ability to mount VMware virtual disk images: You are able to mount a VMware image just like you would mount a drive using vmware-mount.pl.

5. Easy to use: VMware Workstation comes with a graphical interface (both Windows and Linux) that makes installing, configuring, and running the operating systems very simple.

6. As a commercial product: VMware Workstation comes with support, upgrades, and patches.

Some disadvantages are the following:

1. Cost: VMware Workstation costs around $300 per license (price may vary over time). This might be a bit expensive for the hobbyist or the unemployed student.

2. Resource requirements: VMware Workstation must run under an X environment, and each virtual machine will need its own window. So on top of the memory you allocate for the GuestOSs, you have the overhead of the X system.

3. Limited amount of GuestOSs: With VMware Workstation, you can only run a small number of virtual machines (~1–4). This might make for a limited honeynet.

4. Closed source: Because VMware Workstation is closed source, you can’t really make any custom adjustments.

5. Fingerprinting: It may be possible to fingerprint the VMware Workstation software on a honeypot, especially if the “VMware tools” are installed on the systems. This could give the honeypots away to the black hat. However, VMware Workstation does have options that can make fingerprinting more difficult, such as the ability to set the MAC address for virtual interfaces.

VMware products also have some nice features, like the ability to suspend a virtual machine (VM). You are able to pause the VM, and when you take it out of suspension, all the processes go on like nothing happened! An interesting use of VMware, and other virtualization software too, is the ease and speed of bringing up VMs. Once a honeynet is compromised, and we learned as much as we can from it, we want to start over. With a virtual honeynet, all we have to do is copy files or use the undoable disk or non-persistent disk feature in VMware Workstation to discard any changes made. Another feature of VMware Workstation is the ability to run several networks behind the host OS. So if you only have one box, you can have your honeynet and personal computers all on the one box without worrying about data pollution on either side.

- VMware GSX Server

The VMware GSX Server is a heavy-duty version of VMware Workstation. It is meant for running many higher-end servers. As we will see, this is perfect for use as a honeynet. GSX Server currently runs on Linux and Windows as a host OS.

Advantages of using GSX Server include the following:

1. Wide range of operating system support: GSX Server supports Windows (including '95, '98, NT, 2000, XP, and .NET server), various Linux distributions, and potentially BSD and Solaris (not officially supported).

2. Networking: It includes all of the options that Workstation has.
3. **No X means more GuestOSs:** GSX Server does not need X running in order to have VMware running. This allows you to run many more GuestOSs at the same time. However, it does require that some of the X libraries be installed if the host is running Linux.

4. **Web interface:** GSX Server can be managed through a web page interface. GuestOSs can be started, paused, stopped, and created via the web page.

5. **Remote terminal:** This is one of the best features of GSX Server. Through the web page and with some VMware software, you can remotely access the GuestOSs as if you were sitting at the console. You are able to do things like remote installs and checking out the system without generating traffic on the honeynet.

6. **Ability to mount:** VMware virtual disk images, just like in Workstation.

7. **VMware GSX Server supports more host memory (up to 8 GB):** more CPUs (up to eight) and more memory per virtual machine (2 BG) than VMware Workstation.

8. **Includes a Perl API to manage GuestOSs.**

9. **Similar to Workstation:** GSX Server is a supported product, including patches and upgrades.

Some disadvantages are the following:

1. **Cost:** A GSX Server license will run around $3500 (again, cost may vary over time, please check for the latest).

2. **Limited types of GuestOSs:** Operating systems like Solaris X86 and FreeBSD are not officially supported (however you may be able to install them). This can limit the diversity of your honeynet.

3. **Memory hog:** GSX Server recommends greater than 256 MB just to run the GSX Server software. GUI–based operating systems, such as Windows XP, require another 256 MB for each instance.

4. **Closed source:** Just like Workstation.

5. **Fingerprinting:** It may be possible to fingerprint the VMware software on a honeypot, especially if the “VMware tools” are installed on the systems. This could give the honeypots away to the black hat. However, like Workstation there are configuration options that can reduce that risk.

VMware also makes a VMware ESX server. Instead of being just a software solution, ESX Server runs in the hardware of the interface. ESX Server provides its own virtual machine OS monitor that takes over the host hardware. This allows more granular control of resources allocated to virtual machines, such as CPU shares, network bandwidth shares, and disk bandwidth shares, and it allows those resources to be changed dynamically. This product is even higher end than GSX Server. Some of its features are that it can support multiple processors, more concurrent virtual machines (up to 64 VMs), more host memory (up to 64 GB), and more memory per virtual machine (up to 3.6 GB) than GSX Server.

• **User Mode Linux**

User Mode Linux is a special kernel module that allows one to run many virtual versions of Linux at the same time. Developed by Jeff Dike, UML gives you the ability to have multiple instances of Linux running on the same system at the same time. It is a relatively new tool with great amounts of potential. Some advantages to using User Mode Linux are the following:

1. Free and open source; you have access to the source code.

2. Small footprint and fewer resource requirements. User Mode Linux does not need to use X. It can also run an extensive number of systems with little memory.
3. Ability to create several virtual networks and even create virtual routers all inside the original virtual network.
4. Supports both bridging and networking, similar to VMware.
5. UML has the ability to log keystrokes through the GuestOS kernel. The keystrokes are logged right on the host OS, so there are no issues with how to get the keystrokes off the honeypot in a stealth way.
6. UML comes with preconfigured and downloadable file systems, making it fast and easy to populate your honeynet with honeypots. Like VMware, these file system images are mountable.
7. You can access UML consoles in a wide variety of ways, including through pseudoterminals, xterms, and portals on the host, which you can Telnet to. And there’s always screen. Run UML inside screen, detach it, and you can log in to the host from anywhere and attach it back.

Some disadvantages are the following:

1. Mainly supports Linux virtual machines (please check for the latest information available on the Web); however a port to Windows is under development.
2. There are still some bugs, documentation, and security issues.
3. There is no GUI interface; currently all configurations and implementations are done at the command line. Has a steeper learning curve.
4. As an Open Source tool, there is no official or commercial support.
5. Similar to VMware, it may be possible to fingerprint a UML honeynet due to the virtualization software.

### 3.6 HONEYPOT IMPLEMENTATION STEPS

All the concepts of honeypots discussed above are very important to understand so that you can select the most suitable honeypot for your organization. We should mention that selecting the correct honeypot will lead you to what you need to achieve from it. Selecting an incorrect honeypot will lead your organization to high risk. So the most important question that comes is, “How can someone select the correct honeypot?” To answer this question, we need to ask you another question, which is, “Why do you want to apply honeypot?” If your answer is to protect your organization from unauthorized access through the deception or deterrence method, it means your honeypot is a production honeypot. If your answer is to collect more information about the attackers to know the new vulnerabilities in your systems and to make a defense from these new vulnerabilities, it means you should select a research honeypot. Another question is “Do you want to protect your organization or do you want to learn about new vulnerabilities?” If your answer is the first one, it means it’s preferable for you to select the production honeypot; otherwise, choose a research honeypot.

After you have selected a correct honeypot type for your organization (i.e., a production or research honeypot), the next step is to plan more about your selected honeypot. For example, if you have selected a production honeypot to protect your organization, the question is “What types of protections do you need?” As we have discussed before, the primary purpose of a production honeypot is to help protect your environment. This functionality (i.e., protection) falls into three categories: prevention, detection, and reaction. So you should determine which of these three primary purposes is needed from your honeypot. For more explanation, if you want to deceive attackers, potentially confusing them or slowing them down, it means you want a honeypot for prevention. If you want to detect attackers that access your organization, it means you want a honeypot for detection. If you want to improve your current reaction system, it means you want a honeypot for *incident-response*, which is reaction. We should mention that a production honeypot adds value to
all of the above mentioned three categories (prevention, detection, and reaction), but we should be more specific about the primary production honeypot’s goal.

Let us give an example. We have noted before that the BackOfficer Friendly is a low-interaction honeypot, and it excels at detecting attacks, but it gives a little value for incident response because it can only tell you what source systems probed what port and when (note that as being a low-interaction honeypot, it does not offer real operating systems and applications for attackers to interact with). Let us take into consideration the ManTrap honeypot, which is a high-interaction honeypot. ManTrap can collect extensive information about the attackers, potentially including the attacker’s tools, modifications made to the system, and even what other systems were compromised. From the above mentioned honeypots (the BackOfficer Friendly and ManTrap honeypots), if you want to apply a production honeypot for incident response, which one can you select? For sure, you would select the ManTrap honeypot. Why? Because the ManTrap honeypot can capture a great deal of information on the attacker’s actions, and this helps you respond to the attackers. Finally, if you intend to implement a production honeypot, then define its primary role: prevention, detection, or reaction. This is crucial to implementing the correct honeypot technologies based on demand and the situation at hand.

Let us talk about the research honeypot’s case. For the research honeypot, you should determine what do you want to learn? For example, do you want to capture automated malicious code? Or do you want to develop forensic analysis skills? Or do you want to learn about attacker tools? Or do you want to learn about the new vulnerabilities? From these questions, you can identify your research honeypot’s goal. We should keep in mind that a honeypot that captures malicious payloads of automated attacks is the easiest to deploy with the lowest level of risk.

To get a perfect honeypot solution for your organization, you are recommended to be as specific as possible in your requirements analysis. For instance, if you have selected a production honeypot to prevent your organization from attackers, you need to be more specific about what types of information you are looking for when your honeypot is detecting attacks. Do you need to capture only the source IP address? Or do you want to capture the actual attack itself? This will help determine the level of interaction of your honeypot. After you have clearly defined your goals for deploying or utilizing the honeypot, the next step is selecting a honeypot solution.

### 3.6.1 Steps of Selecting a Honeypot Solution

After going through all the steps as mentioned in the previous section, this step of selecting a honeypot solution is more crucial. In fact, failing in this step will incur very high risk to your organization. So let us analyze what we should consider when selecting a honeypot solution. There are mainly three issues you must take care of (as adopted from [1]):

1. **Level of interaction:** How can you select the level of interaction? As we discussed earlier, this depends on how much functionality you need to provide to attackers for your honeypot to perform. The greater interaction level that it offers, the better chance you have to learn, but as at the same time it increases your organization’s risk, what can you do? You must consider each risk coming from the high level and fix them as much as possible before deploying it. Also reducing the level of interaction will reduce the risk to your organization. We should recommend that if you need a high level of interaction, you must select it because if you select a low level of interaction, you will not achieve the intended goals from the honeypot.

2. **Commercial versus homemade:** Which one is better? A commercial or homemade honeypot? Let us analyze. Commercial honeypots have the following advantages:
   a) They are relatively easier to configure, manage, and support.
   b) They are supported by graphical user interface (GUI), which allows all people to understand and use it in easier way.
c) Commercial honeypots are supported by their manufacturers, which gives individuals a resource to go to for direct question or help.
d) Commercial honeypot manufacturers update their product by adding extra functionality or fixing old problems.

The main disadvantage of commercial honeypots is that often these are not customizable as per the requirements. Also you should pay for commercial honeypots; some of those may be expensive or beyond your budget.

Homemade honeypots have the following advantages:
a) Homemade honeypots are customizable.
b) Homemade honeypots are cheaper than commercial honeypots, but it will take more time for configurations and more resources than its commercial counterpart.
c) The main disadvantage of homemade honeypots is their complex command line interfaces (CLI) that can be difficult to use. For example, you need to edit configuration files, making them much more difficult to configure and deploy. Any additional functionality, such as alerting, has to be developed.
d) We should mention that homemade honeypots require a great level of skill and knowledge for customization. Also, there is no real official support for such solutions.

3. Platform

The last issue is the platform. What operating system (OS) or platform do you need for your honeypot to run on? There are honeypots that are based on Windows OS, and also there are honeypots based on Unix OS. The Windows solutions are relatively easier to install, configure, and manage. The Unix solutions are often very difficult to implement, but they have greater flexibility than that of Windows solutions. So the most important question here is: “How can you select your operating system?” This, of course, depends on what operating system your organization is experienced with and what your organization could afford to buy or use. Some organizations may have many general computer-skilled workers who would simply prefer Windows over Unix. Hence, that organization may have to pay for only Windows OS.

3.6.2 Determining the Number of Honeypots

After you have successfully determined your goals and selected the correct honeypot for your organization, the next step is to determine how many honeypots you need to deploy. The most important question that arises is, how can you determine the number of honeypots suitable for your organization? To answer this question, once again check the goals which you specified earlier; these goals will help you determine the number of honeypots.

If you have selected the research honeypot, then you can use just one or two honeypots deployed in different locations. Why? Because with a research honeypot, if you have deployed several honeypots at the same level (i.e., for example, the network level), you will collect the same information from all the honeypots that you have deployed. So to reduce the cost, you can just deploy two honeypots, one on the network level and the second one on the host level. In contrast, if you have selected the production honeypot and you have a large organization with multiple networks, you need to deploy several of them. This is because different networks may require different honeypots to help secure the environment.

To illustrate more, if the goals of the production honeypots for an organization are to prevent attacks, if we have \( N \) networks in this organization, and we have deployed \( N - 1 \) honeypots, that means there is one network of this organization that has no honeypot; eventually, it means this network (i.e., the network without the honeypot) has a low level of prevention from the rest of the networks, so it may get attacked. We should also mention that more honeypots deployed means more cost is needed; the cost is not only of the honeypots themselves but also of time, resources, and infrastructure to maintain those. Also, there is another important issue in determining the number
of honeypots, which is that you need to know how many you can manage. If you have too many honeypots, you may not be able to manage all of them, so you should deploy as many as you can manage. At the same time, the honeypots that you have deployed should meet your intended goals. Another critical point is that you cannot only depend on the honeypots to secure your organization, but rather you should use other security technologies to support the systems, such as intrusion detection systems (IDSs), intrusion prevention systems (IPSs), firewalls, or the like. Overall, it means that the honeypots are for use in more secured environments.

3.6.3 Selecting Location for Honeypot Deployment

The next step is to determine where you should deploy your honeypots. As usual, the goals of your honeypots can be used to help decide this.

- If you have selected a production honeypot and your goal is to detect attackers who have penetrated your perimeter, the best place for your honeypots is within your internal network behind the perimeter firewalls.
- If you have selected a research honeypot, and your goal is to research how many attack attempts are made against your organization each day, the best place of installing it is outside the perimeter firewall because this place will help the honeypot detect all the activities to which your organization is vulnerable.

Generally, most of the production honeypots are placed behind an organization’s security perimeter because the main role of the security perimeter is to keep the bad guys out while the honeypot’s role is to interact with anything that has passed through the perimeter security [1].

3.6.4 Data Capture Implementation

One of functions of any honeypot is to capture information regardless of whether it is a production or research honeypot. However, we know by now that the research honeypots focus on capturing as much information as possible, and the production honeypots do not have the same ability (i.e., less information is enough for production honeypots).

Let us now talk about which types of data the production and/or research honeypots collect. For a simple production honeypot, the following information is captured [1]:

- IP address of the attacking system
- Time and date of the attack
- The service attacked

For advanced research honeypots, more extensive information is captured; for example, everything from new toolkits to the attacker’s keystrokes, the packet’s payload, and the like. We should mention here that how much data you would capture depends also on the place of deployment of your honeypot.

As production honeypots have limitations in data capturing, if you want to increase the ability of capturing more data for some other purpose, you can do that by using a network sniffer (packet analyzer) tool to actually capture every single packet and the packet’s payload. Figure 3.1 shows how you could use a sniffer to increase your data capturing ability for your honeypot.

In addition, you can use another source for data capturing, such as firewalls or router logs. Any logged connection in the firewall going to or from the honeypot would represent an additional layer. This information should be easy to extract because we know the IP address of our honeypot.
Data management issues in the honeypots are considered very important because from the collected data, we will get our goals from building a honeypot. So, let us explain what we mean by data management planning for honeypots. Let us consider two scenarios to discuss this issue:

(a) **Organizations that deploy only one or two honeypots**

Some organizations just deploy one or two honeypots. For such organizations, the data collection and management from these two honeypots are not a great challenge. Data can simply be logged onto the local system and retrieved from there!

(b) **Organizations that deploy multiple honeypots**

Some organizations deploy multiple honeypots in a variety of networks, and these honeypots may be located in different geographical places. In such cases, we need a centralized architecture to aggregate and manage all of the information that we could collect from these honeypots. Now, a question arises, “Why do we need to centrally manage the honeypots?” Because, the main goal of centrally managing the honeypots is that the management process would be very easy as all of the collected data would be in one place!

Also, there are other advantages from the central management of the honeypots:

- You have just one point to retrieve the data.
- One point for backups, archiving, and one point for data maintenance.
- Another good reason is that combining all data in one point can increase the value of data. Why? The data that are collected could be used for data mining, statistical modeling, and trends analysis.

A better method to manage the centralized data is to create a separate honeypot management and logging network, especially for low-interaction honeypots. That means any deployed honeypot should have two interfaces; one interface is for the administrator of that honeypot, and the second interface is to manage and log the centralized data architecture. However, here is a potential problem. This second interface can cause great trouble to our internal network if an attacker compromises this interface and uses it to compromise our internal network devices. So we should be careful enough to ensure that the attacker cannot use the honeypot management network to attack internal honeypots.

One challenge for the centralized data collection is that you may have different honeypots with different data capture capabilities in different formats. So you need a method of collecting such divergent types of data. One of the best ways to approach this is a database system.
A great advantage of a database system is that it has a variety of tables that can handle different data and logging types, such as the ability to store logs generated by *syslogd*, commercial honeypots, and firewall logs. A question may arise here, how can we implement a database system in our organization to solve the collection of these divergent data types? This depends on your organization, requirements, and data types. There are several open source and commercially produced solutions for such cases. Here, we mention two examples of the open source solutions: ACID [21] and Demarc [22]. One example of commercial solution is NetForensics [23]. Whatever you choose as your solution, you should make sure that you get flexibility to work with different data types and could query the collected data.

In the above section, we have discussed how we can implement centralized data architecture, and we have explained its advantages. In addition, to capture more data (i.e., which can increase the data value even more) for a honeypot, we can use the network address translation (NAT). Below, we will talk about how we can use the NAT for a honeypot.

### Using the Network Address Translation (NAT) in a Honeypot

What is NAT? Let us explore a bit.

First, let us revisit the public IP addressing and private IP addressing issues.

- **Public IP Addressing**
  
  An IP address is considered *public*, if the IP number is valid and falls outside any of the IP address ranges reserved for private uses by Internet standards groups. Public IP addresses are used by Internet servers (including those for websites and DNS [domain name system] servers), network routers, or any computer directly connected to the Internet via a modem.

  Each public IP is assigned to a range or block of addresses. The Internet Assigned Numbers Authority (IANA) controls ownership of these IP ranges and assigns each block to organizations such as Internet service providers (ISPs), who, in turn, allocate individual IP addresses to customers.

- **Private IP Addressing**
  
  Many organizations use an internal addressing scheme known as private addressing (described in RFC [request for comments] 1918). This addressing scheme uses IP addresses that are not publicly routed on the Internet. That means once you have seen an IP address, you can identify whether it is public or private.

  RFC 1918 defines a pool of IP addresses that anyone can use on her internal networks but that are not intended to be publicly routed on the Internet. Specifically, the private IP addresses are [1] the following:

  - 10.0.0.0 through 10.255.255.255
  - 172.16.0.0 through 172.31.255.255
  - 192.168.0.0 through 192.168.255.255

  The systems with these private IP addresses cannot communicate directly with the Internet because these are not publicly routed. That means these systems can communicate with the Internet indirectly using a channel, such as a firewall. The firewall is considered as a channel between the internal systems that use private IP addresses and the Internet. The firewall does this task by using a tool to translate the private IP addresses to public IP addresses; this tool is called network address translation (NAT).

  The network address translation (NAT) most commonly works by translating the private addresses of outbound packets from the internal systems to the same public IP address as the external interface of the firewall (or router) has. By using this method, the packets can reach others systems on the Internet. The Internet systems would respond to the IP address on the firewall (or router)
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and not to the internal system. The question here is, if the firewall receives a return packet, to which device in the internal network would the firewall forward this packet? The answer is the firewall maintains a database of who is sending what packet where. Therefore, when the firewall receives a return packet, it reverses the translation process and forwards the packet to the proper system in the internal network, using its RFC 1918 IP address. This is commonly called hide or one-to-many address translation. Within an organization, multiple systems using RFC 1918 private addressing need only one public IP address to communicate with the Internet—the IP address of the external interface on the firewall.

There is another way called one-to-one or static translation. With static translation, a single RFC 1918 IP address is mapped to a single public IP address, so every system is given a unique public and private IP address matching. The purpose of this is such that the systems on the Internet can initiate a connection to an internal system using address translation. Static translation is often done for organizations’ Internet servers, such as DNS, Web server, or mail server. Once again, the firewall does the translation for the systems.

We can summarize the above discussions like this: Let us assume that we have an organization that needs to communicate with the outside world, i.e., with the Internet. This origination has just one public IP address, and the internal network contains several devices (internal systems). The organization may use RFC 1918 IP schemes to populate its internal systems with IP addresses and use a firewall (or router) to translate the internal system’s request to the public IP so that the system requests can communicate with the Internet system. When a return response reaches to the firewall, it should translate it to the appropriate system in the internal network. One question arises here, that is, why do we need to use private IP addressing (i.e., why are the public IP addresses not enough for internal devices)? The answer is the following:

- First, you should pay for each public IP address. Hence, if you have too many internal devices, it is not suitable to buy a public IP address for each one. Also, it is not feasible to have only one public IP address for a very large organization (i.e., an organization with numerous internal systems and devices) because this will delay the internal system’s requests. So we should make a balance between the number of internal systems/devices and the number of the public IP addresses that are needed.
- Using the private IP addressing scheme with the network address translation (NAT) is good in terms of management because you will know what is the outbound connection and inbound connection in one point (firewall or router).
- Using the private IP addressing with NAT will enhance your internal network security by limiting the access of external computers (i.e., the Internet) into the internal IP network.

After having these discussions, let us now look into the role of network address translation (NAT) with the honeypots.

3.6.6.1 NAT Roles with the Honeypots

There are many roles of NAT in the honeypots. Here, we will present two examples: (i) translate unused IP addresses and (ii) port forwarding.

3.6.6.1.1 Translate Unused IP Addresses

As an example, if the IP address space of your LAN is 212.0.50.0/24 with one public Web server, the server’s IP address is 212.0.50.19. If an attacker outside the network launches a worm attack against 212.0.50.0/24, the worm scans the IP address space of the victims. It is highly probable that an unused IP address, e.g., 212.0.50.10 will be attempted before 212.0.50.19. Therefore, we would like the router to translate such attackers that try to see the unused IP addresses to a honeypot so that we can collect and learn about the attacker’s motivation, tactics, and tools that they use. To explain more, we will give a real example for unused IP address translation. This example
is called a double honeynet system worked out by Mohammed et al. [24–26]. These works show how you could collect zero-day polymorphic worms using the unused IP address translation and a double honeynet. Before presenting the necessary details, we would like to mention a brief summary about the zero-day polymorphic worms so that the readers can well-understand the double honeynet method.

A computer worm is defined as a standalone malware computer program that replicates itself in order to spread to other computers without requiring any human intervention by sending copies of the code in network packets and ensuring the code is executed by the computers that receive it. Often worms use a computer network to spread themselves. Unlike a computer virus, a worm does not need to attach itself to an existing program. Worms almost always cause at least some harm to the network even if it is only by consuming bandwidth whereas viruses almost always corrupt or modify files on a targeted computer. When computers become infected, they spread further copies of the worm and possibly perform other malicious activities. A polymorphic worm is a computer worm that changes its appearance in every infection attempt; polymorphic worms use this method (changes its appearance in every infection attempt) to avoid the security detection methods. Zero-day polymorphic worms, which means the unknown worms (i.e., the polymorphic worms that are not yet detected and are not yet put in a database signature of a security method).

Let us now know about the double honeynet system. This system contains several components, but we will discuss one component in detail, which is the local router component. With this component, we will learn how the local router uses the network address translation (NAT) to translate the unused IP addresses to the double honeynet system. The example mentioned here has two parts: The first part will discuss the double honeynet system design, and the second part will discuss the implementation (configurations) of this system.

3.6.6.1.1 Double Honeynet System

Motivation of double honeynet system — Unknown Internet worms pose a major threat to Internet infrastructure security, and often, their destruction causes losses of millions of dollars. Security experts, in many cases, manually generate the IDS (intrusion detection system) signatures by studying the network traces after a new worm has been released. Unfortunately, this job takes a lot of time. We propose a double honeynet system that could automatically detect unknown worms without any human intervention. In our system, interaction between the two honeynets works by forming a loop, which allows us to collect all polymorphic worm instances that enables the system to produce accurate worm signatures. The double honeynet system is a hybrid system with both network-based and host-based mechanisms. This allows us to collect polymorphic worm instances at the network-level and host-level, which reduces the false positives and false negatives dramatically.

Double honeynet architecture — The purpose of a double honeynet system is to detect unknown (i.e., previously unreported) worms automatically. A key contribution of this system is the ability of distinguishing worm activities from normal activities without any involvement of experts in the field.

Figure 3.2 shows the main components of the double honeynet system. First, the incoming traffic goes through the local router, which samples the unwanted inbound connections and redirects the samples’ connections to honeynet 1. As the redirected packets pass through the local router, packet capture (PCAP) library is used to capture the packets and then to analyze their payloads to contribute to the signature generation process.

The local router is configured with publicly accessible addresses, which represent wanted services. Connections made to other addresses are considered unwanted and redirected to honeynet 1 through the internal router. Once honeynet 1 is compromised, the worm will attempt to make outbound connections to attack another network. The internal router is implemented to separate the double honeynet from the local area network (LAN). This router intercepts all outbound connections from honeynet 1 and redirects those to honeynet 2, which does the same task forming a
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loop. The looping mechanism allows us to capture different instances of the polymorphic worm as it mutates on each loop-iteration.

We stop the loop after a considerable amount of time in order to collect polymorphic worms. Only those packets that make outbound connections are considered as polymorphic worms, and hence, the double honeynet system forwards only the packets that make outbound connections. This policy is in place due to the fact that benign users do not try to make outbound connections if they are faced with nonexisting addresses. In fact, our system collects other malicious activities, which do not intend to propagate themselves but to attack targeted machines only. Such malicious attack is out of our work scope.

When enough instances of worm payloads are collected by honeynet 1 and honeynet 2, they are forwarded to the signature generator component, which generates signatures automatically using specific algorithms. To learn about these algorithms, readers are suggested to look into Mohammed and Pathan [27].

For example, as shown in Figure 3.2, if the local router suspects packet 1 ($P_1$), packet 2 ($P_2$), and packet 3 ($P_3$) as malicious, it redirects them to the honeynet 1 through the internal router. Among these three packets, $P_1$ and $P_2$ make outbound connections, and the internal router redirects these outbound connections to honeynet 2. In honeynet 2, $P_1$ and $P_2$ change their payloads and become $P_1'$ and $P_2'$, respectively (i.e., $P_1'$ and $P_2'$ are the instances of $P_1$ and $P_2$). Therefore, in this case, $P_1'$ and $P_2'$ make outbound connections, and the internal router redirects these connections to honeynet 1. In honeynet 1, $P_1'$ and $P_2'$ change their payloads and become $P_1''$ and $P_2''$, respectively (i.e., $P_1''$ and $P_2''$ are also other instances of $P_1$ and $P_2$).

Now, $P_1$ and $P_2$ are found malicious because of the outbound connections. Therefore, honeynet 1 forwards $P_1$, $P_1''$, $P_2$, and $P_2''$ to the signature generator for the signature generation process. Similarly, honeynet 2 forwards $P_1'$ and $P_2'$ to the signature generator for signature generation process.

In this scenario, $P_3$ does not make any outbound connection when it gets to honeynet 1. Therefore, $P_2$ is not considered malicious.
3.6.6.1.1.2 Double Honeynet Implementation (i.e., Configurations)
This part will discuss the double honeynet system architecture, and configurations of how the local router can use the network address translation (NAT) to translate the unused IP addresses to the double honeynet.

**Double honeynet system architecture** — Figure 3.3 shows the architecture of the double honeynet system, implemented using VMware Workstation version 7 on PC Intel Pentium 4, 3.19-GHZ CPU, 8 GB RAM, and the PC running on Windows XP 64-bit. The operating system of the personal computer is referred to as the host operating system in Figure 3.3. The host machine is connected to our home router, and it accesses the Internet through it.

We used a virtual machine to deploy the double honeynet system due to the lack of resources and to keep the establishment low cost. One personal computer (PC) was used, and VMware Workstation was installed on it. The VMware Workstation is a software package that gives its users the opportunity to create virtual machines that constitute virtual networks interconnected with each other. Thus, we created the double honeynet system as a virtual network seen from the outside world as an independent network. Attackers could locate the honeypot and attack it. The honeypot was transparently connected to the Internet through the honeywall, which, in turn, intercepted all outbound and inbound traffic. Therefore, malicious traffic targeting the honeypot (inbound) or malicious traffic generated by the compromised honeypot (outbound) were available to us from the honeywall for further analysis and investigation. Honeynet 1 and honeynet 2 were configured to deliver unlimited outbound connections. The internal router was used to protect our local network by redirecting all outbound connections from honeynet 1 to honeynet 2 and vice versa.

**Double honeynet configuration** — Our double-honeynet system contains six components, which are the local router, the internal router, LAN, honeynet 1, honeynet 2, and the signature generator. The subnet mask for each subnet (whether local router, internal router, LAN, honeynet 1, honeynet 2, and signature generator) is consequently 255.255.255.0. The following subsequent sections will discuss the configuration of the local router component.

![Double honeynet architecture](image_url)
Local router configuration — A local router’s function is to pass unwanted traffic to the honeynet 1 through the internal router. For example, if the IP address space of our LAN is 212.0.50.0/24 with one public Web server, the server’s IP address is 212.0.50.19. If an attacker outside the network launches a worm attack against 212.0.50.0/24, the worm scans the IP address space of the victims. It is highly probable that an unused IP address, e.g., 212.0.50.10, will be attempted before 212.0.50.19. Therefore, the local router will redirect the packet to honeynet 1 through the internal router. After the worm compromises honeynet 1, the worm will try to make an outbound connection to harm another network. We configured the internal router to protect the LAN from worms’ outbound connections. The internal router intercepts all outbound connections from honeynet 1 and redirects those to honeynet 2, which performs the same task done by the honeynet 1 forming loop connections. Below, we mention the details of local router machine properties and IPtables configuration.

3.6.6.1.1.3 Machine Properties of the Local Router
- Operating System: Ubuntu Linux 9.10
- Number of Network Cards:
  - Three network cards (Eth0, Eth1, and Eth2).
  - Eth0 and Eth2 are bridged LAN port.
  - The Eth1 function is to connect the local router with honeynet 1 through the internal router.
- IP Addresses:
  - Eth1: 192.168.50.20
- Prior to the IPtables setting, we enabled IP forwarding in the local router.
  - Edit /etc/sysctl.conf file as follows:
    - Net.ipv4.ip_frowrd = 1
- IPtables configuration

The settings of the network address translator (NAT) in the kernel using IPtables are as follows:

1. Do not translate packets going to the real public server:
   ```
   # iptables -t nat -A PREROUTING -m physdev— physdev-in eth0 -d 212.0.50.19 -j RETURN
   ```
2. Translate all other packets going to the public LAN to the internal router:
   ```
   # iptables -t nat -A PREROUTING -m physdev— physdev-in eth0 -d 212.0.50.0/24 -j DNAT— to 192.168.50.22
   ```

3.6.6.1.2 Port Forwarding
In the previous section, we showed how the NAT can be used to translate the unused IP addresses. It should be mentioned that we not only can translate the IP addresses but also can translate the ports! To illustrate more, let us consider that we have a production Web server on the DMZ (demilitarized zone), which is using static IP address translation. Just to clarify here for the general readers, in computer security, a DMZ is a physical or logical subnetwork that contains and exposes an organization’s external-facing services to a larger untrusted network, usually the Internet (i.e., roughly it is the perimeter network). Okay, let’s focus on our example. Because this is a Web server that we are talking about, it should only receive connections to port 80, HTTP (hypertext transfer protocol). So if attackers attempt to launch connections for other ports, these connections would be blocked by the firewall. Rather than blocking such connections (i.e., connections for other ports), we can use the network address translation (NAT) and port forwarding to benefit from such connections. How? We can get extensive information about such attackers by these translated and forwarded connections to a honeypot. Figure 3.4 shows how a firewall uses the port address translation to separate the HTTP packets from non-HTTP packets (adopted from [1]).
3.6.7 How to Mitigate the Risk

In the previous sections, we have discussed how you can implement honeypots. The goal of the honeypots should be positive to your organization and not negative. There is basically no security system that can guarantee security 100%. This is the nature of this world and any of its systems unless it is divinely perfected! So to develop a good security system, you should focus on reducing the risks as much as possible. Implementing honeypots properly would add value to your organization; otherwise, i.e., implementing honeypots incorrectly would be negative for your organization.

The levels of interaction play a main role in reducing the risks. As we mentioned before, the greater the level of interaction is, the greater is the complexity and risk of something going wrong. Therefore, to reduce the risk, you should select as little interaction as necessary for their intended value. By reducing the level of interaction, both complexity and risk could be reduced. Let us now talk about how you can reduce the risk for high-interaction and low-interaction honeypots [1].

**High-interaction honeypots** — Let us consider that you have selected building a honeynet environment for your organization and that is a high-interaction honeypot. To get good security for your internal network, you should build the honeynet in a separate network (i.e., separate from your internal networks). Then, you should use a router (or firewall) between these networks. The main goal of this router (or firewall) is to allow inbound connections to go to your honeynet and deny the outbound connections from the honeynet to your internal networks. By applying such a method, you can protect your internal networks from being harmed by the honeynet’s outbound connections.

**Low-interaction honeypots** — The low-interaction honeypots, in reality, offer a little risk because they just emulate the operating systems and services; that means there are no real operating systems and services. The issue here is not in the level of interaction but in the base of the operating system. That means the risk here is not coming from the honeypots, but from the base of the operating system (on which the honeypot is installed). Therefore, if your base operating system is vulnerable,
it can easily be compromised. To solve this problem, you should follow best practices for a secure operating system before installing the honeypot. To illustrate a bit more, you should turn off any service that you do not need and patch any service that you do. Each operating system has unique security requirements. It is highly recommended that you review and understand these requirements before deploying any low-interaction honeypot.

There is another way to reduce the risk, which is a testing mechanism. For example, you have implemented a honeypot to detect authorized activities in your network. So you are recommended to test your honeypot before deploying. You can do that testing by launching authorized activities against your honeypot and seeing whether your honeypot detects what you have launched or not. Also, to see the strength of your honeypot against the authorized activities, you can launch authorized activities against your honeypot and then count how much (percentage) it has detected. If the percentage is high, that means your honeypot is strong and will add a value to your organization. If you got a low percentage, it means your honeypot will be negative to your organization. To solve this problem, you must look again at your honeypot’s implementation steps and detect where the mistake might have had happened.

3.6.8 FINGERPRINTING MITIGATION

The goal of a honeypot is to add value to a network in which it is deployed. The most critical value-adding factor is fingerprinting. Fingerprinting means when an attacker is in a honeypot, he is identified. For many organizations, mitigating signature detection is important because they want to collect and trace the attackers. For some other organizations, mitigating signature detection is not important because when an attacker is identified to be in a honeypot, he will avoid attacking this organization, and the organization wants no one to attack its systems (i.e., that means the organization’s goal for deploying the honeypot will be easily detected by the attackers so that they would avoid interacting with the systems). So mitigating signature detection is needed according to the organization’s goals. Now, let us we assume that an organization has deployed a honeypot and wants to mitigate signature detection. How can the organization mitigate signature detection? There are three most effective measures for reducing detection [1], which are (i) modifying honeypot behavior, (ii) blending with the environment, and (iii) developing realism.

3.6.8.1 Modifying Honeypot Behavior

Modifying honeypot behavior applies mainly to commercial or repackaged honeypot solutions. Why? Because such a honeypot has the potential for signatures. If you have downloaded or purchased a honeypot for your organization, you must know that such solutions may have standard configurations or specific behaviors that can be identified. So once the attackers recognize these signatures, your honeypot is exposed. For example, a default installation of a honeypot may come with 10 emulated services. An attacker can identify these 10 services and use them as a signature.

How can you avoid such type of detection? The answer is to modify the functionality of the honeypot. How? The answer is, after installing the honeypot, you should modify the default setting, disable some services that you do not need, and modify services that you allow to run. The goal of these modifications is to make your honeypot very hard to be detected by the attackers. We should mention that homemade honeypots do not have this problem because each is unique.

3.6.8.2 Blending with the Environment

If your organization exclusively uses a specific type of operating system, such as Windows-based operating systems, then, it is better for your honeypots to be on Windows-based operating systems, or you could emulate Windows-based operating systems.

3.6.8.3 Developing Realism

The last method to mitigating signature detection is the realism. We should mention that honeypots can be easily detected if they do not apply real systems. This is especially true for the honeypots that
emulate the operating systems. For example, your honeypot can easily emulate a Solaris operating system (OS), but the real operating system of your honeypot is Windows. Attackers can detect just such a trick! How? If the attacker uses advanced operating system detection techniques, such as analyzing the IP stack of the honeypot, the attacker may identify the system as a Windows-based OS! Honeypots that run real operating systems, such as a honeynet, can reduce such problems.

### 3.6.9 Maintaining a Honeypot

Now, we have deployed our honeypot. There still remains another important step, which is maintaining the honeypot. Implementation is only half of any honeypot system. Maintenance is the other half. To build a robust honeypot system, we should carefully emphasize this step. There are mainly four areas of maintaining honeypots, which are Alert detection, response, data analysis, and updates. Let us talk about these a bit.

- **Alert detection**
  
  Alert detection is considered to be the most important because it will send you an alert once an attacker has compromised your system. Sometimes you need to stop some attacks to protect your internal systems. So if you do not have an alert detection method, your internal system may be compromised.

- **Response**
  
  The second method is the response; assume that you have received an alert message, so what can you do in term of response to this attack? You may have two options according to your honeypot goals. If your honeypot goal is to collect as much information as possible, you can let the attacker proceed to collect information. You can only respond to some attacks if you think that these attacks would compromise your internal systems. If your honeypot goal is to prevent your organizations from attacks, you should respond to the attack immediately. You can quickly react, attempting to track down the black hat. You can immediately shut the guy out at the firewall, protecting your resources.

- **Data analysis**
  
  As we mentioned before, one of the goals is to collect data about the attackers. So what is the next step after collecting such data? The answer is, analysis of all the collected data and turning those into useful information. For example, let us consider that your honeypot’s goal is to collect zero-day polymorphic worms’ payloads. If you have successfully collected these payloads, the next step is to analyze these payloads using a method, and the result of your analysis will be used for avoiding such polymorphic worms in future attempts.

- **Updates**
  
  To ensure that your honeypots do provide enough security to your organization, you should keep up the underlying operating system and the honeypot software with the latest updates. One of the most important reasons for updates is managing risk. Attackers are constantly identifying new vulnerabilities and releasing new exploits to take advantage of them, exposing your honeypot to high risk. So by keeping updates and installing updates, you can ensure more security to your organization.

In fact, maintaining a honeypot is very crucial for any honeypot’s success. You may deploy the greatest honeypot solution in your organization, but if you do not care about maintaining that properly, you will not achieve your goals for implementing this technology.

### 3.7 Conclusion

Before concluding this chapter, it should be clarified that honeypots do not perform the same functions as an intrusion detection system (IDS) does. Yes, they have some similarities, but from an
operational point of view, they are fairly different. For example, if we would like to devise a good
IDS for a network, we must collect valuable data about attacks then analyze these attacks to gen-
erate signatures for them; then we have to use these signatures in the IDS. Honeypots, on the other
hand, are good tools to collect valuable data, but they are set up for being attacked by the potential
attackers. A honeypot is not a usual defense mechanism meant for protecting a system, but an IDS
is a core part of the defense system or strategy. Honeypots are often deployed for collecting valuable
information about the attackers that could be analyzed and used for developing appropriate coun-
termeasures, and an IDS simply implements a set of rules based on whether it detects if there is any
rogue entity that enters into the network and then it asks for purging it out.
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The past two decades have been marked by an immense growth in the use of the Internet and its capabilities. This immense growth has brought a wealth of valuable information to the fingertips of its users. But on the darker side, it has also laid a number of gateways for the hackers and attackers to get into a network or capture the confidential information of the users. These attacks not only lead to monetary losses, but also are a cause of concern for the security and integrity of nations as the use of information technology has also expanded to the defense and administrative services of a nation. Recent attacks on high-profile companies such as Foxconn, Facebook, PayPal, and the Sun grid (Shankalan 2006; Pauli 2010) are an indication of the changing trends followed by the attacker and have raised the issue of a need for an intrusion detection scheme that can detect new attacks in contrast to the signature-based techniques commonly used. A recent attack on the websites of the US government (McMillan 2009) also indicates that none of the systems can be totally secure, and thus a considerable amount of work needs to be done in the development of a model that is efficient in capturing the trends followed by the attackers and ways to predict attacks based on these trends. Such a prediction based on trends is only possible if we can capture all the activities performed by the attackers. This task of capturing the activities of the attacker can be efficiently done with the help of honeypots.

Honeypots have evolved as a security tool. The basic motive behind a honeypot is to lure the attacker away from the production network and its valuable resources, such as file servers, web servers, administrator hosts, etc. Over the years, honeypots have evolved as a powerful tool for recording malicious behavior inside the host. On the other hand, honeynets are the special arrangement of honeypots inside the network, and they have the capacity to record various activities over the network. Honeypots are predominantly used for analysis of viruses and worms on a specific host, and honeynets are designed to record and analyze network-based attacks.
Recent years have witnessed the use of honeypots and honeynets in the detection, analysis, and examination of worms, viruses, and various network-based attacks. Honeypot technology has helped researchers to distinguish between various types of attacks, developing their countermeasures and learning the behavior of attacks under a controlled environment. Honeypots also provide a good way of filtering information related to attacks as they process no production data and capture all activities performed by the attacker along with all the traffic directed toward or away from it. Thus, the tracked activities can be of great value for network security personnel in developing methods for detecting zero day attacks.*

Hence honeynet installations provide the ability to analyze signatures of malwares, viruses, and various attacks happening on a production network. Research in the past decade shows the proposal of various techniques and architectures for implementation of honeypots inside a honeynet. Their goal was to maximize the attack surface exposure and to record every possible attack. Our contribution through this framework is concluded as below:

- The probabilistic algorithm is introduced for traffic filtering, roaming the honeypots, and ensuring the safety of the production network.
- The framework developed by this method could be applied to a load balance between high-interaction and low-interaction honeypots or hybrid honeynets.
- A well-guided example of how this framework can be used in conjunction with a honeynet to increase the efficiency of the network attack analysis.

Our manuscript is organized as follows: The requirement of this framework and the thorough problem description is given in Section 4.2. A detailed literature survey with an introduction to similar frameworks is in Section 4.3. The basic knowledge required to understand the framework and some related work is defined in Section 4.4. The mathematical background and related terms are elaborated through Section 4.5. Structural details and a general idea of the overall working of our framework can be found in Section 4.6. A brief explanation of our algorithm and a mathematical explanation of how probabilities are calculated are given in Section 4.7. A detailed explanation of facilities provided by our framework and its procedure of use, limitations, and configuration are given in Section 4.8. Transparency, compatibility, and related issues with the use of this framework are discussed in Section 4.9. Possible security risks and countermeasures are compiled in Section 4.10. Future work and scopes are given in Section 4.11. The appendix contains configuration files for case studies.

4.2 PROBLEM DESCRIPTION

As stated earlier, researchers have always contributed toward maximizing the exposure of honeypots toward attacks. Researchers have always tried to determine the honeypot location such that it should entertain a maximum number of attacks. We can find various techniques for a similar purpose. There are multiple reasons to expose a honeypot to the maximum possible attacks. Initially, honeypot installation is very expensive in terms of resource consumption. A typical high-end, third-generation, or even advanced honeypot requires virtualization support and a huge amount of storage for logging attacker activities. In short, the hardware and software requirements for a honeypot, its working environment, are very expensive. It is also true that the cost incurred in maintaining honeypots is very high. It needs expert assistance to ensure its smooth working. Our research is driven by the above mentioned problems. In short, we are restricted by the number of honeypots to be placed, and we have to utilize them to maximum benefit.

In general, when honeynets are concerned, they are nothing but an arrangement of various types of honeypots inside a network where a reverse firewall is placed. The role of the reverse firewall

* Zero day attack: It is an attack that exploits an unknown vulnerability and has no countermeasure or remedy available.
is to monitor and limit the traffic going outside the network (which is nothing but the honeynet). Honeypots are placed as fake entities against production servers, hosts, or critical resources. Cases such as monitoring of attacks taking place on a particular network give rise to the need for a honeynet. In case of a conventional honeynet, a similar type of resources from the production network is mapped to a particular honeypot inside the honeynet. This honeypot is configured to pretend to be that type of resource. Sometimes honeynets are the subnets allocated for research and analysis purposes by organizations where we can find different types of honeypots configured between the address range of that specific subnet.

Our scenario has been derived for the above mentioned cases. We have the following design goals:

1. To provide the technique such that the need of putting the honeypot against every production host gets reduced.
2. To provide an efficient way to redirect malicious traffic from production network resources to honeypots.
3. To provide a dynamic load-balancing scheme for honeynets based on the attack severity, the current number of attacks, and the future probability of attacks.
4. To filter legitimate traffic from being entertained by honeypots. (This will help in reducing the honeypot load.)
5. To provide a security system for a production network using honeynets. This should ensure that malicious traffic gets redirected to the honeynet, and legitimate traffic for hosts of the production network should never get hampered.
6. To provide a roaming scheme based on attack scenarios and run time attack development. We call it “reactive roaming.”

4.3 RELATED WORK

Lance Spitzner (2002) has summarized the development of honeypots and honeynets in his book *Honeypots: Tracking Hackers*. The book introduces readers to the available honeypots through their generations. The author has included almost all possible types of honeypots in his literature. Honeypots are no longer the magic word for security researchers. Another paper (Spitzner 2003a) summarizes honeypots and definitions related to honeypots in brief. The general idea about tracking attackers is given in Splitzner (2003b). Thorough hands-on tutorials and case studies of tracking attackers and intrusion detection are available in Provos and Holz (2007).

Details about planning, building, and maintaining first and second generation, virtual, and distributed honeynets can be found in Project (2004). It also reveals about capturing and analyzing data through a honeynet, including the latest on reverse engineering and forensics for Windows, UNIX, and networks. Use of honeypot roaming for countering different types of network-based attacks is explained in various publications (Khattab et al. 2004, 2006), in which use of a honeypot as a security tool is revealed. Honeypots have been found useful to detect wireless network attacks (Prathapani et al. 2009). A self network defense strategy using roaming honeypots was introduced for the first time by Zeng-gang and Xue-min in 2010. However their strategy has no room for managing honeynets.

A comparatively new concept in honeynets is the double honeynet. It is used in the detection of polymorphic worms (Mohammed et al. 2010). Another scheme based on the same concept discusses automatic signature generation for polymorphic worms (Mohammed and Chan 2008). As stated earlier, many frameworks have been suggested to expose a honeypot to a maximum attack surface (Jain and Sardana 2011; Chin 2009).

There are solutions that are effective and equipped to distribute incoming traffic for a given network on a predefined set of honeypots. Honeybrid (Berthier 2008) is an example of such a system. It is developed to address the same problem with a static decision about packet filtering. Honeybrid relies upon a packet header to decide the fate of that packet, and according to predefined rules, it redirects that packet to the expected honeypot. Honeybrid is worthy up to some extent to redirect
available traffic between honeypots. Still, there is no strong base for the decision of roaming. It never
considers the attacker behavior, its past history, or even a current attack’s severity, but Honeybrid
successfully transfers active TCP sessions between honeypots.

None of the above mentioned systems provides all features collectively. Also, their decision to
distribute traffic is based purely upon network load. These techniques provide static decisions for
traffic roaming. However our framework will decide the fate of attacker traffic based on the severity
of the attack, its past history of attack, and the load on a given honeypot. Also, this framework could
be used to safeguard the production network.

4.4 FORMAL FOUNDATION

4.4.1 Honeypots

A honeypot is a tool that is used to track an attacker’s activities. It lures the attacker to attack the
system. Honeypots have no production value; in fact, their value lies in being probed, attacked, or
compromised. The main goal of deploying a honeypot is to get it attacked. An important point about
honeypots is that they are not a solution to network attack, but they are a tool to analyze network
traffic so that data can be captured about various types of attacks, including zero-day attacks.

Honeypots can be classified based on the type of working, the nature of deployment, and the level
of interaction with attackers. The classification is as follows:

1. Research honeypots
2. Production honeypots

4.4.1.1 Research Honeypots

Research honeypots are the honeypots used to their maximum capacity to record the tactics and
moves of an attacker. These honeypots are responsible for analyzing possible threats over an
installed network. They can be further classified into the following subcategories:

4.4.1.1.1 Low-Interaction Honeypots

Basically they are the simulations of particular operating systems (OS) or devices such as routers,
etc. They provide very limited replies, either prerecorded or preconfigured by the administrator.
They try to simulate the legitimate behavior of the system that they are pretending to be. Still, the
responses of such honeypots are limited.

4.4.1.1.2 High-Interaction Honeypots

High-interaction honeypots offer a complete system to the attacker. This type of system tries to imi-
tate almost all features of a given operating system. The system deployed as a high-interaction hon-
eypot can emulate any services, base operating system, or any other functionality. Advantages of
such a system include that they have the capability of providing almost every possible option avail-
able on a legitimate system. This makes them look like legitimate systems. This, in turn, enables
researchers to analyze possible loopholes in the system. Also, they get a chance to find out possible
attacker behavior on the same OS in ordinary working conditions. Although these honeypots reveal
complete details about the attacker activities, implementing them requires a high operational cost.
Implementation of such a system is resource consuming and costly. Many of the high-interaction
honeypot architectures make use of virtualization as their implementation platform. This approach
gives an opportunity to learn about the tools, tactics used, and also the motives behind attacks.

4.4.1.1.3 Pure Honeypots

They are the full-fledged implementation of any operating system over the production network.
They are monitored for incoming traffic by putting a tap or by monitoring a gateway associated to
it. Such systems have no external software installed on them and work as a legitimate system would work. In a later section, we will demonstrate the working of such a system, which is developed by us based on a virtualization framework.

4.4.1.2 Production Honeypots
They are easy to use commercial versions of research honeypots. They provide limited support to a particular service, application, etc. They are part of the production network and placed along with production machines to strengthen the security of the organizational network. Overall deployment, management, and working of such honeypot are simpler than research counterparts.

4.4.2 Honeynets
A honeynet is a network of honeypots placed behind a reverse firewall. The reverse firewall is used to capture all inbound and outbound traffic from the honeypot network. The reverse firewall also limits the amount of inbound and outbound traffic flowing through the honeypots so that the systems may not be able to infect other systems on the network. A different operating system is used for implementing the honeypots on the host system, giving the appearance of independent computers. Virtual honeynets provide advantages of reduced cost and easier management. Implementing honeypots on a single computer may provide complete control of the virtualization software to the attacker and may lead to a compromise of the entire honeynet.

4.4.3 Honeyfarm
Sometimes a research union needs different types of honeypots to be installed over the network to perform various tasks. High-interaction, low-interaction, production, etc., types of honeypots have various roles and unique characteristic properties. There are dedicated honeypots, which are expert in analysis of a particular type of service. To research and analyze worm behavior network attacks, it is advisable to have different types of analysis tools available over the network. Honeyfarm is a type of arrangement in which various types of honeypots are installed over the network in multiple numbers.

4.4.4 Roaming Honeypots
A major problem with attackers is that they lose their interest in a host system once they detect that a given system is a honeypot. There are many tools and tricks available in the market which can detect honeypot installations on a given system. So to confuse attackers and to let them reveal maximum tricks, it’s necessary to hold them in the honeypot network. This can be achieved using roaming concepts. The idea is to shift the attacker onto different hosts having different configurations. This, in turn, becomes a challenge for the attacker to determine the exact behavior of the system he is attacking. It has also been observed many times that once an attacker comes to know about a honeypot at some IP address, the attacker stops attacking on such a system. In our system, the attacker will never come to know the location of the honeypot. Also, every legitimate system will get secured by our architecture.

Honeypot roaming is something also related to advertising different honeypot configurations on the same IP address. For the same, we are using an innovative approach. We are using a software router, which is updated with its routing tables according to our decision algorithm. The router will redirect packets from the previous honeypot to a new honeypot address. As our honeypots are on an internal network, when traffic for the original IP address is forwarded to the honeypot IP address, an intruder will get a feeling that he or she is working on a particular honeypot. This will also assure that honeypot implementation on that particular IP will remain hidden from the attacker, and we will get all his moves recorded. This technique provides us with two benefits. The legitimate traffic
to a particular host will never get blocked or diverted as it is from a different IP address than the attacker’s IP. Another benefit is that the attacker will never come to know he has been roaming to a honeypot.

**4.4.5 Click Router**

A click router is used to divert the packets destined for a particular system to any other system. It is a software-based modular router. A click can supersede the in-built routing mechanism of the Linux kernel, thereby providing the user with a huge degree of flexibility and customization. We have used Click to perform a simple NAT (network address translation) using some of the in-built modules of Click. A click router also enables us to redirect the traffic from a particular source to an expected destination honeypot. In our model, if we have to roam a particular honeypot, then we simply divert its packets to any other location, thereby shifting the honeypot. This scheme is implemented for the high-interaction honeypot.

**4.4.6 IP Tables**

IP tables is a packet filtering utility developed by Netfilter (McHardy, n.d.) for UNIX kernel 2.4 onward. It provides various capabilities to its user, including network address translation (NAT). IP tables provide a unique command line interface and set of rules to configure packet handling. They are widely used as Linux firewalls, software routers, and in packet-handling utilities. Due to the simplicity of defining rules, IP tables have become a great success for such type of applications.

IP tables work with the concept of a chains of rules. It provides unique facilities of stateless or state-full firewalls. IP tables also provide additional administrative choices to log, accept, drop (reject), or continue (no external modification) to every packet it encounters. This feature gives enough reliance to the network administrator for defining tailor rules for his network.

Using IP tables at the gateway, we can mold almost every incoming packet according to our requirements and decide its fate inside our network (honeynet or production network). On the contrary, we can also modify every outgoing packet from our network and pretend that it is legitimate for the outside world.

**4.4.7 Double Honeynets**

A double honeynet is very similar terminology introduced to tackle some of the design issues mentioned in Section 4.2. It is used to detect and monitor network worms. In the case of a double honeynet, an extra protection layer called a “gate translator” is used to distinguish between legitimate and malicious traffic. It is seen that cases in which honeypots are installed inside a production network, there are possibilities that a genuine user may get accidentally directed to a honeypot rather than the production network servers, which are meant to provide various services. To avoid such encounters, the gate translator is put at a network gateway. The classification is done basically based upon the destination addresses of packets. Generally, organizations advertise only their public address to the rest of the world, and it is used by genuine users. Also, if a server is limited to providing basic http, mail, etc. services, then all requests to other than the mentioned ports would be malicious. So, based on such distinctions, the gate translator classifies the traffic. It redirects legitimate traffic to production servers and the rest to the honeynet.

A multiple number of honeynets (at least two) can be deployed with such a setup. The goal is to trace and analyze polymorphic worms. When malicious traffic is initially redirected to honeynet 1, worms may spread their net inside that honeynet. The general tendency of a polymorphic worm is to attack neighboring networks once it infects a majority of hosts in a given network. Outbound traffic from such a honeynet is monitored. Intelligently, another internal translator does that work. Polymorphic worms keep on changing their payloads with successive attacks. An internal
translator maps such outgoing requests to another honeynet. This helps in analyzing variations in worm signatures.

However, classifying malicious traffic based upon IP headers is vulnerable. An advanced attacker could initialize the connection with a production server pretending to be a normal service-seeking user and use this host as his “attack cannon” to reach the rest of the network. Our framework is a lot more mature, and a possible attack detection method is a combination of IDS results and our own predictions.

4.5 MATHEMATICAL BACKGROUND

The working of our attack prediction suite is based upon some mathematical terminologies. We have used data analysis and forecasting methodologies to predict incoming attacks on each host of the network. We have implemented a time series analysis for trend estimation of an attacker. The accuracy of our prediction is strongly based upon the following data analysis methods.

4.5.1 TIME SERIES ANALYSIS

A time series is a data point sequence, spaced at uniform time intervals and measured typically at successive points in time. Time series forecasting is nothing but predicting future values based on values previously observed. Time series data have natural temporal ordering.

Modeling time series data for future estimation has various possible available models. The selection of any such model solely depends upon its application. We have summarized these models below:

4.5.1.1 Auto-Aggressive Model

This model is used to represent events in the real natural world that are truly random and have no common pattern. This model has widespread usage, ranging from speech recognition to radar and sonar applications.

4.5.1.2 Moving Average Model (MA)

It is a type of finite impulse response filter used to analyze a set of data points by creating a series of averages of different subsets of the full data set. Given a series of numbers and a fixed subset size, the first element of the MA is obtained by taking the average of the initial fixed subset of the number series. Then the subset is modified by “shifting forward”; it is done by excluding the first number of the series and including the next number following the original subset in the series. This creates a new subset of numbers, which is averaged. This process is repeated over the entire data series. The MA method is refined for accuracy using some other markers. Such type of moving average model is the exponential weighted moving average.

In case of EWMA, more weight is assigned to the latest values. In our scenario, the recent past of the attacker plays a very vital role in the determination of its future moves. If an attacker has shown a very intense attack profile in the last few observations, then the chances of such an attacker attacking again are very high. Similarly, an attacker that was active a long while back but was not active in the recent past has less of a chance of attacking immediately. Hence, the EWMA model suits very well in our case. We put maximum weight to the most recently recorded value and keep on exponentially decreasing weight associated with past values. Hence, the last observed value gets the least weight. On the other hand, this arrangement makes sure that recent readings about attacks will dominate in the decision process heavily.

The general formula for EWMA–based time series evaluation is given by the following equation:

\[ Z_i = \lambda Y_i + (1 - \lambda)Z_{i-1} \quad 0 < \lambda \leq 1 \]  \hspace{1cm} (4.1)

In above Equation 4.1, \( Y_i \) are the sequentially recorded observations, which can be individually observed values from the process. \( Z_i \) is the result obtained at instance \( i \) at any given time. The value of \( Z_o \) is always estimated, and the procedure depends upon the application.
4.5.2 kNN

kNN or k-nearest neighborhood is a method used for pattern recognition based upon the similarity of examples in a featured space. It is basically a machine learning algorithm. It is developed as a way to recognize patterns of data without requiring an exact match to any stored patterns or cases. The concept behind it is that similar cases are nearer to each other, and dissimilar cases are farther. Here in this algorithm, “k” is the neighborhood count. It is user-defined, and in our case, it is equal to the square root of the number of hosts available in the production network. The algorithm consists of various phases. They are explained as follows:

1. Training Phase:
   - It consists of calculating distances between the various points inside the feature set. Here in our case, it calculates the similarity between the hosts based upon the attack patterns observed by every host. This step is resource intensive and needs to calculate the distance between every possible pair.

2. Statistics:
   - General statistics could be found from training results, which can detect correction percentage, error rates, etc.

3. Scoring:
   - Classification of each case is carried out in this phase. Scores are evaluated, and top “k” neighbors are determined for each point. This detects the similarity between the available observation points. In the case of this framework, hosts that have encountered a similar attack pattern are identified by this method.

4.5.3 Pearson Similarity

Similar to the kNN algorithm, which is used to find out similarity between different points, the Pearson similarity finds out a correlation between any two given points. It is basically a metric, which measures how highly correlated two variables are. The range is measured from –1 to +1. We have made use of the Pearson similarity as input to the kNN measure.

4.6 FRAMEWORK DETAILS

The general overview of our framework and its cooperating modules is given in Figure 4.1.

4.6.1 Initialization

There have always been efforts to make this framework easy to use and configure. Configuration of the entire framework is possible using a single file named “honeyframe.config.” This file provides the administrator with the following configuration options:

1. Specification of the types of honeypots. (i.e., low interaction, high interaction, etc.)
2. Specification of honeypot details such as IP address, host name, type, etc.
3. Specification of subnet or list of host IPs to be monitored
4. Specification of roaming strategies
5. Selection of honeygroup load-sharing methods
6. Determining thresholds for roaming

Our framework groups various same types of honeypots together. For example, all low-interaction honeypots can be grouped into a single group. There is no upper bound on such honeypot groups. Each group can contain one to as many as possible available honeypots. This makes the work of
the administrator easier. The administrator has to define the group ID of the honeypots to redirect specific traffic. We call each such group a “honeygroup.”

4.6.2 **ROAMING DECISIONS**

The decision of roaming is based on many markers. There are two types of hosts inside the network. They are honeypots and hosts of the production network. Each host requires different criteria for roaming inbound traffic coming toward that host.

The following options can be set for any host of a production network:

1. Opt to take part in malicious traffic roaming or not.
2. If opted, then set a threshold for attacks after which traffic should be titled as harmful.
3. An initial roaming point after crossing the “harmful” threshold (honeygroup).

Here in this case, when any production network host opts to take part in the roaming decision process, our algorithm starts monitoring possible traffic destined for that host. Based on the observations, a database is maintained to predict the future attacks on that particular system. When this prediction crosses the harmful threshold set for that host, our framework roams malicious traffic to a specified honeygroup. Note that the type of honeygroup for roaming can be set for the initial purpose only. It could be possible that our honeynet may contain a bunch of the same type of honeypots. The decision of roaming to a particular honeypot inside that honeygroup is solely based on load and the decision of the administration module “IP donor.”

For every honeygroup, the following options can be set as follows:

1. For each honeygroup, upper and lower thresholds are set. They determine the range of attack probabilities a given honeygroup will handle.
2. Action to be taken on crossing thresholds. (Roam to other honeygroup, roam to original location, and don’t roam.)
3. Next destination honeygroup ID on crossing thresholds.
The basic task of the framework is to redirect incoming traffic between the honeygroups based upon the current and future severity of attacks. The administrator has to set the lower bound and upper bound of probability for such movement. If, for some attacker, the probability of attack shoots up above the upper bound, the framework redirects its traffic from the current honeygroup to the next mentioned honeygroup. On the contrary, if the attack probability reduces below the lower bound, then it is shifted to the honeygroup having a lower level.

4.6.3 Development of Rules and Working

Our framework is divided into four major modules. They are listed below with their short descriptions:

4.6.3.1 Data Collection Module
This module is responsible for scanning the configuration file to determine hosts, honeypots, and network arrangements. From the configuration file, it reads the number of cycles required as a training window. The basic work of this module is to collect attack information, traffic details, and every other piece of information required by our Intel module. IDS logs are parsed to get attacker details, host details, and attack severity information. The extracted knowledge is stored in MySQL database. This database, in turn, helps to generate the training data for a given timing window cycle. This training data is required in the next phase to perform attack prediction for every next cycle. The alert parsing method runs on a periodic basis, and after knowledge discovery, it triggers to the training database generation method. This method keeps track of the database. It removes all the entries past the time window and appends the new entries at the end of each cycle. It ensures that the training database always remains up to date.

4.6.3.2 The Intel Module
Our Intel module has the key role to play in our framework. It operates based upon the algorithm defined in Section 4.7. The role of this module begins with the data collection module, and it produces results that play an important role in the roaming decision. With the available record of attacks for every host, the probability is calculated using algorithm 1 for each pair of host and attacker. This module, in turn, generates intelligence for the roaming decision and helps to load balance and distribute traffic according to the administrator’s choice.

4.6.3.3 Policy Creator Module
Every honeynet installation is different, and every administrator has a different situation to implement. For maintaining the scenario as per the requirements of a given network, a framework has made the work of the administrator easier, using the single “honeyframe.config” configuration file. The exact implementation and structure of this file is explained in Section 4.8. The role of this module is to validate the configuration file and then to update the Intel module and other corresponding modules with necessary information.

4.6.3.4 Traffic Policing Module
The traffic policing module (TPM) is responsible for managing all incoming traffic of the network with the help of a network gateway. This module, in coordination with the Intel module, is responsible to handle the incoming feed of malicious and legitimate traffic. Based on the calculations of the Intel module and the roaming rules defined by the policy creator module, it generates traffic routing rules. This module has a responsibility to run the entire show of load balancing and roaming actually.

The working of a conventional gateway is a bit complex. Initially, it has to read every incoming packet of the network for its source and destination address. In the next step, it tries to match that packet with the rules defined by the TPM module. If it matches with any one of the rules, the corresponding action associated with that rule is taken. The action could range from redirection to some host or no redirection to dropping the packet.
The majority of the work done by the TPM module could be implemented by the access control lists (ACLs) of any network gateway. Software routers have inbound robustness and correctness features. Our framework provides two options for software routers. There is absolutely no difference in the working of both routing schemes. They are as follows:

a. By use of IP tables–based routing
b. By use of a click modular router

Based on the selection of the configuration file, this module generates rules for any one of the routers. Please note that based on the interval these rules need either to be updated or to be flushed from the router memory.

4.7 ALGORITHM IMPLEMENTATION

Our framework is driven by an estimation-based algorithm, which is responsible for load sharing between the honeypots. The implementation of software system modules is as shown in Figure 4.2. The working of the algorithm can be explained as below.

4.7.1 Phase 1

There are three phases involved in the roaming decision. During the first phase, attacks on the entire network are detected and logged using an intrusion detection system (IDS). In the current implementation, network monitoring is done using SNORT IDS. It is working in inline mode at the network gateway. The SNORT is running at the gateway continuously. Attack logs are extracted from the SNORT logging utility on a fixed periodic basis. This work is exclusively handled by the data collection module.

4.7.2 Phase 2

Phase 2 solely deals with predicting the possible attackers and their probability of attack for the next cycle \((t + 1)\) on each host of the network. The facility is provided to monitor and predict the attackers for select hosts only on requirement. This phase provides the probabilistic analysis for every possible host and possible attacker on it with their respective probabilities of attack. This phase uses three methods to predict the future attackers. They are time series analysis, the kNN nearest neighbor victim similarity measure, and the cross association algorithm. As mentioned, this technique has proved very efficient at predicting attackers. In case of attack, prediction problem ratings may vary widely over time as they represent the number of attacks (logs) reported between different time slots.

**FIGURE 4.2** Algorithm implementation.
In case of time series analysis, the future activity strongly depends on the recent past. Motivated by this, the exponential weighted moving average model is used. Every rating \( num_{a,v}(t) \) describes the number of attacks at the mentioned hour \( t \) by an attack IP \( a \) on the host \( v \). The \( TS_{a,v}(t+1) \) indicates the forecast for \( num_{a,v}(t+1) \) given the past observations \( num_{a,v}(t') \) at time \( t' \leq t \). It can be interpreted as a measure of how likely an attacker is to attack again given its past history. The estimation is given as

\[
TS_{a,v}(t+1) = \sum_{t'=1}^{t} \alpha(1-\alpha)^{t-t'} num_{a,v}(t')
\]

A prediction based solely on time will fail to capture the correlation between different attackers and different victims in the network. For the same victim, the neighborhood (kNN) approach is used, which is built on the idea that a prediction can be made by trusting similar hosts. In this work, a variation of the Pearson similarity has been used to account for the time the attacks were performed. For every pair of victims \( x, y \), their similarity \( sim_{x,y} \) is defined as

\[
sim_{x,y} = \sum_{t_1 \leq t_2 \in t_{num}} e^{-\beta(t_2-t_1)} \sum_{a \in A} \frac{num_{a,x}(t_1)num_{a,y}(t_2)}{\|num_{a,x}(t_1)\|_2 \|num_{a,y}(t_2)\|_2}
\]

where

\[
\|num_{a,x}(t_1)\|_2 = \sqrt{\sum_{a \in A} num_{a,x}^2(t_1)}
\]

The idea of a kNN model is to model missing ratings as a weighted average of a known rating given to the same item by similar users:

\[
kNN_{a,y}(t) = \frac{\sum_{x \in N^k(y,a)} s_{x,y} TS_{a,x}(t)}{\sum_{x \in N^k(y,a)} s_{x,y}}, \quad \forall t \in t_{test}
\]

where \( kNN_{a,y}(t) \) is the prediction provided by the kNN model, and \( N^k(y,a) \) represents the neighborhood of top \( k \) similar victims to \( y \) according to the similarity measure, \( sim \), for which \( TS_{a,x}(t) \) is known.

In addition to the victim neighborhood explored by the kNN model, the joint neighborhood of attackers and victims is given by a cross association (CA) algorithm. The intuition is that if an attacker shows up in a neighborhood of a victim persistently he is more likely to attack the victim than other attackers. The probability is given by

\[
CA_{a,v}(t+1) = \sum_{t'=1}^{t} \alpha(1-\alpha)^{t-t'} \gamma_{a,v}(t')
\]

where \( \gamma_{a,v}(t') \in [0,1] \) is the density of the attack, i.e., it represents 1 if the attacker has performed the attack at time \( t \) on host \( v \). We have calculated \( \gamma_{a,v}(t') \) as follows:

\[
\gamma_{a,v}(t') = \frac{num_{a,v}(t')}{\sum_{t'=1}^{t} num_{a,v}(t')}
\]
The results obtained by all three methods mentioned above are combined to get a collective attack probability. The time series prediction used as a base predictor and neighborhood models are weighted proportionally to their accuracy. The weights for both the models are defined as follows:

\[
\begin{align*}
W^{kNN}_{a,v} &= \frac{\sum_{u \in N(v,a)} \text{sim}_{uv}}{\sum_{u \in N(v,a)} \text{sim}_{uv} + \beta_1} \\
W^{CA}_{a,v} &= \frac{\sum_{t \in \text{Train}} \gamma_{a,v}(t)}{\sum_{t \in \text{Train}} \gamma_{a,v}(t) + \beta_2}
\end{align*}
\]

(4.7) (4.8)

where in above equations \(\beta_1\) and \(\beta_2\) are parameters, which are estimated. The idea is that by this weighting we can rely more on kNN when \(v\) has a strong neighborhood of similar victims. On the other hand, \(w^{CA}_{a,v} \cong 1\) for the pair of \((a, v)\) that belong to a dense attack. The combined rating is given for every host and its corresponding attacker as

\[
\hat{\text{fin}}_{a,v}(t) = TS_{a,v}(t) + w^{kNN}_{a,v} * kNN_{a,v}(t) + w^{CA}_{a,v} * CA_{a,v}(t)
\]

(4.9)

where \(\hat{\text{fin}}_{a,v}(t)\) is the estimated value of probability of attack at time \((t + 1)\) by an attacker \(a\) on host \(v\).

4.7.3 Phase 3

The third phase exclusively deals with updating the database for traffic redirection. From Phase 2, we get separate lists generated \((List_h)\) for each host \(h\) inside the network and under monitoring. The list for each host contains attacker IPs “\(a\)" and their respective probabilities of attack for a given host \(v\), i.e., \(\hat{\text{fin}}_{a,h}(t)\). Note that these lists for each host contain entry for every possible attacker. However, we are only interested in redirecting the traffic sourced from attackers having a probability more than the thresholds we have defined. The traffic redirection scheme is illustrated with the help of the rules below.

For every legitimate host \((h)\) on the network:

a. Select only those attackers (attacker IPs) from the list \((List_h)\) for which attack probability is > threshold. Name that selection as \(AL_h\) (attacker list for host \(h\)).

b. For each \(A_{ip} \in AL_h\), select its traffic forward destination, i.e., the honeypot IP \((HP_{ip})\) according to the attack probability associated with it. (Note that there could be different honeygroups associated for different probability ranges. Our framework selects an appropriate honeygroup according to database entry.)

c. Create a traffic forward rule such that all traffic coming from \(A_{ip}\) and destined for host \(h\) should be redirected to the honeypot IP \((HP_{ip})\).

For every honeypot \((HP)\) on the network:

a. Here in this case \(h\) of \((List_h)\) is \(h = HP\).

b. Select only those attackers (attack IPs) from the list \((List_h)\) for which the attack probability is above the threshold. Name the list \(AL_{hp}\) (attacker list for honeypot host \(h\)).

c. Select only those attackers (attack IPs) from the list \((List_h)\) for which the attack probability is below the threshold. Name the list \(AL_{hb}\) (attacker list for honeypot host \(h\)).
d. If for HP, the prediction is below the threshold, forward traffic from attacker IP $\in AL_{hb}$ to the HP of the previous honeygroup.
e. If for HP, the prediction is above the threshold, forward traffic from attacker IP $\in AL_{ha}$ to the HP of the previous honeygroup.

The above rules ensure that legitimate hosts will always receive filtered traffic, and severe attack cases will be handled by the most capable honeypots without getting overloaded by casual requests.

4.7.4 IP DONOR

Note that the actual implementation of redirecting traffic to a new honeypot of a defined honeygroup is a little complex. Traffic redirection needs to be done from one IP address to another IP address belonging to a honeypot from the new honeygroup. The same is achieved using an exclusive method, which is called “IP donation.” This method ensures even distribution of incoming traffic between all honeypots in the given honeygroup. It keeps track of live and active incoming connections to honeypots inside every honeygroup. It delivers a unique IP address of a honeypot from that honeygroup. There are two modes associated with the working of this framework. They are explained in Section 4.8. This module provides an option to select between available roaming strategies. These strategies are listed below:

4.7.4.1 Strict Load Sharing

For achieving load balancing inside a honeygroup, the IP donor module performs round robin allocation. With each incoming request for a honeypot, the next available honeypot IP is provided. An algorithm similar to round robin is used to assign honeypots from a given honeygroup. This is the default option of working and can be opted by putting unique code 00 in the field “ip_donor_opt.”

4.7.4.2 Fixed Load Sharing

This option assigns a fixed number of requests to every honeypot. An administrator has to define the number of assignments to be done for every honeypot. This mode has a mandatory condition that there should be at least two honeypots available in a given honeygroup. Note that if $n$ is the total number of honeypots in any given honeygroup, then only $n - 1$ honeypots can be assigned to a fixed number of allocations. One honeypot is to be intentionally left behind for handling the situation, in which in all the rest of the honeypots have reached their limit. This mode has unique code 01.

4.7.5 ALGORITHM 1

INPUTS: $List_{h}$
for Each host $h$ do
    if $h! = HP_{ip}$ then
        Select $List_{h} = list for h$
        for each attacker IP $attk_{ip}$ in list $List_{h}$ do
            if Probability of attack $> up\_threshold$ then
                Create rule
                Redirect traffic coming from $attk_{ip}$ for $Host_{ip}$ to $HP_{ip}$
            else if Probability of attack $< low\_threshold$ then
                Create Rule
                Redirect traffic coming from $attk_{ip}$ for $Host_{ip}$ to $HP_{ip}$
            end if
        end for
    end if
end for
Flush all existing rules
Load new rule set
4.8 CASE STUDY

The actual working of our framework can explain it in a more elaborated way. Our framework has the capability of working in two different modes. They are as follows:

1. Production Hosts Modes
2. Honeygroups Only Mode

This flexibility is provided for two purposes. There will be some cases in which an organization may want to apply our framework with its existing setup. This is possible only when they will need minimum changes to their existing network. The first case provides the flexibility of adopting this framework without modification to a production network and the hosts inside it. Changing production server configurations and adopting a new system is very cumbersome. It makes sure that the organization will never need to make any major changes in its existing setup. The second mode is an exclusive mode. This mode is beneficial to researchers and organizations that want to manage their honeynets in more sophisticated ways. This mode will satisfy all needs of the honeynet administrator to manage honeynets.

4.8.1 Case I: With Production Hosts

As we said, this mode is a provision to make the proposed framework applicable to existing setups. The case discusses the scenario, which an administrator may deploy using our framework. A production network may contain multiple servers and some hosts that need direct external access. Although the only address known to the external world is of a server enabling various services, there still are very few steps required to get knowledge of other hosts present inside the production network. This, in turn, becomes an overhead for the network administrator, and he usually is interested in knowing about attacks taking place not only on servers but also on such hosts. Sometimes it has been observed that attackers would never attack directly on a production server but will first ensure access to such hosts and through them will launch a final attack on the servers. In short, there are scenarios in which it is necessary to monitor an entire production network and also to safeguard it.

4.8.1.1 Scenario

The following Figure 4.3 shows such a network in which there is a production server with some hosts for which the administrator wants to have a honeynet. He also needs to know that once an attacker is detected he should be redirected to the honeynet. Again, inside the honeynet, he wants the attacker having a strong probability of a severe attack to be monitored by a honeygroup of high-interaction honeypots. For other attacks that are comparatively less severe, he wants them to be handled by a honeygroup of low-interaction honeypots. Figure 4.3 below will explain the architecture under consideration.

4.8.1.2 Solution

Keeping the above scenario in mind, the administrator has to customize the “honeyframe.config” file. The generated configuration file is given in appendix A. This file contains three sections as follows:

i. Setup
ii. Hosts
iii. Honeygroup

Note that the order of these sections should be strictly followed inside the configuration file. The setup section contains all the generic information required for the working of the framework. This
section initially asks for “mode,” which in this case is set as 0. In mode 0, the policy creator module checks for two more sections in the configuration file. We will explain the meaning of each field of each section as follows. Note that for this case the actual values of each field are given in parentheses.

### 4.8.1.2.1 Setup Section
- **mode**: Mode of working (0).
- **ids_log**: Location from where IDS logs are to be accessed. Sometimes the administrator may want to provide a separate copy of such logs (File Path).
- **period**: It defines the time period between two consecutive observations considered by the Intel module. If set X min, then all attacks for X min are considered as one instance (5 min).
- **time_window**: Number of such observations to be considered for attack prediction. If Y is selected as the time window, Y numbers of periods of each X min are taken into consideration for predicting the next X min window (10).
- **hgroup_no**: Total number of honeygroups available (2).

Note that here the period taken is 5 min. It means that the data collection module will update its database with the latest information every 5 min. It will take cumulative results of the last 5 min. each time. On the other hand, a *time_window* of 10 observations is taken. This means for predicting attack probability for the next 5 min., the history of $5 \times 10 = 50$ min. will be considered. It will cover the last 10 observations taken on a periodical basis of 5 min. each.

### 4.8.1.2.2 Hosts Section
This section is exclusively used when mode = 0, i.e., in this type of scenario. It generally provides details about the production network.

- **host_no**: Total number of hosts present inside the production network (3).
- **file**: location of the file containing the IP addresses of all hosts. File can contain a subnet address if the entire subnet is present. IP addresses should be delimited by a single white space (file address).
- **threshold**: It is the upper bound probability up to which traffic coming for the hosts inside the production network will not be diverted to the mentioned honeygroup (30).
4.8.1.2.3  Honeygroup Section

This section defines the honeygroups. A honeygroup is a conceptual grouping of the same type of honeypots. They possess similar properties.

- **hgroup_id**: User-defined honeygroup ID. User can select any two-digit unique ID for honeygroup except 00 and 01. ID 01 is by default treated for no traffic redirection even if the threshold has been satisfied. 00 is reserved to specify, sustain current redirection irrespective of the threshold.
- **hpot_no**: This number represents the number of honeypots present inside a given honeygroup.
- **file**: This file contains the IP addresses or subnet address of the honeypots, separated by white space.
- **ip_donor_opt**: As explained in Section 4.7.4 (00).
- **low_threshold**: This field is optional. When the framework predicts probability lesser than what was predicted by it in earlier runs, then the administrator can again free the slot of the high-end honeygroup and allocate this attacker to another honeygroup. But this option is hazardous in the sense that the attacker may become less active once he will break inside the high-interaction honeypot. Eventually, after setting the backdoor, it will start listening to events taking place upon that honeypot; however, at that instance, looking at its current behavior and roaming it to another honeypot may not be recommended.
- **low_t_location**: Honeygroup ID to which a given attacker must be moved. This field is considered only if low_threshold is set.
- **up_threshold**: This field provides an upper bound up to which a given honeygroup will handle attacker traffic. If set 00, then no further roaming will be done to any other honeygroup.
- **up_t_location**: This field is active if up_threshold is not equal to 00. It provides the ID of the next honeygroup to which traffic should be redirected on crossing up_threshold.

4.8.2  Honeynets Only Mode

This mode exclusively serves all requirements to manage honeynets. The primary goal of this mode is to handle honeynets so that the traffic load on the honeypots will get distributed according to the severity of the attacks. This mode enables the administrator to create a ladder of honeygroups according to their efficiency and capacity to handle attacks. For example, an administrator can configure a scenario such that it assigns a very serious attack situation to the highest capable honeypot while, at same time, assigning general attacks to a series of other honeypots that belong to another honeygroup. This mode provides various optional schemes for assigning honeypots inside a honeygroup. This internal honeypot allocation scheme selection is available only with this mode.

In case of mode 0, i.e., the production host mode, assignment of honeypots is carried out by the IP donor module in linear fashion as explained in Section 4.7.4. All possible options of honeypot assignment are summarized below. Note that actual IP assignments are performed by the IP donor module itself.

The above options are helpful for the administrator when honeypots are resource constrained. The following scenario discusses a situation in which honeynets-only mode can prove useful.

4.8.2.1  Scenario

Consider a scenario in which the research team has set up a honeynet consisting of various types of honeypots. Honeypots range from a number of low-interaction honeypots to a few high-interaction honeypots. The team wants to distribute traffic coming from various feeds to this honeynet. They want to utilize their setup thoroughly. And the only necessary condition they have is that high-interaction honeypots should handle rich attacks only. Because they have
only two high-interaction honeypots, they want them to be consumed appropriately. They are also having some medium-interaction honeypots, which they want to handle some of the above-average traffic. The group owns four public IP addresses and wants all incoming traffic to these four addresses to be delivered by default to two available low-interaction honeynets. The scenario is shown in Figure 4.4.

4.8.2.2 Solution

Figure 4.4 shows the arrangement of honeypots according to our scheme. Appendix B shows the configuration file for such a scenario. This file contains three sections with a few additional parameters than mode 0. These additional parameters and their significance are explained in this section. The remaining parameters have the same meaning as mode 0. The configuration file has three sections. They are as follows:

i. Setup
ii. Mappings
iii. Honeygroup

As stated, there exists a new section, “mappings,” instead of “hosts.” The working is explained as follows:

4.8.2.3 Setup

The setup section is identical in both working modes.

4.8.2.4 Mappings

This section contains the initial mappings of public addresses to the corresponding honeygroups. These mappings are represented using a unique rule format. A freelance is given to a user of the system to distribute traffic coming from public IP addresses between the honeypots based upon parameters such as destination IP address, destination port, and protocol. The administrator has to mention only the honeygroup ID and has not to worry about individual honeypot allocation. The IP donor module at run time will assign traffic to a particular honeypot based upon the distribution.
strategy of that honeygroup. Fields of each rule are comma (,) separated, and each rule is terminated with a semicolon (;). The format of the rule is given below:

Destination IP address (required), destination port address (optional), protocol (optional), honeygroup ID (required).

The user can distribute incoming traffic between the honeygroups based on protocol details and the destination port address.

4.8.2.5 Honeygroup
This section contains information related to honeypots in the honeygroup. It also contains the information or roaming thresholds, the next possible honeygroups, etc. This section is similar to the section in mode 0 except for the addition of one field.

- ip_donor_opt: This field directs the IP donor module about the option to be used for traffic allocation to honeypots inside a given honeygroup (00/01).

4.9 RESULTS AND COMPARISONS

We have compared our framework qualitatively with the other available options providing similar services. The detailed comparison is given in Table 4.1 below.

From Table 4.1, it can be concluded that our framework has taken care of almost every possible requirement. Modular implementation and room for expansion are key benefits of it. Also production network support is an exclusive feature, which helps to solve both problems, i.e., security and analysis.

4.10 TRANSPARENCY

4.10.1 In Terms of IDS

The framework makes use of IDS alerts in prediction of future attacks. The framework is open for any type of IDS. Currently, it is configured to use SNORT as a default IDS. There are very few changes required in the IDS rule parser module to incorporate other types of IDS. However, for the

| TABLE 4.1 |
| Framework Comparison |
| **Features** | **Honeybrid** | **Honeynet Framework** | **Double Honeynet** |
| Dynamic traffic roaming | N | Y | N |
| Provision of honeypot grouping | N | Y | N |
| Honeynet wise load sharing | N | Y | N |
| Inter honeypot communication monitoring and control | N | Y | Limited between honeynets |
| Outgoing packet modification | Limited | Possible | Limited |
| Customization according to network | Through configuration file | N | N |
| Ability to configure custom load sharing strategy for each honeygroup | N | Y | N |
| Production network support | N | Y | N |
| Security against accidental honeypot roaming | Possible | N | N |
| Production network security | N | Y | N |
| Independent honeynet and honeynet–production n/w modes | N | Y | N |
current version to work with other IDS systems, the user can format given IDS alerts in the SNORT alert log format and then feed them to this framework. The flexibility to choose IDS alert file is provided by provisioning the file location parameter in a configuration file. This enables the user to specify an alerts file of his or her own choice. For better predictions, one can think of using two different IDS systems together.

4.10.2 **In Terms of Software Router**

It is not possible to have the same software router/gateway in every scenario. The main objective of such a gateway is to distribute and route traffic to the correct host. The framework is tested with two different types of routing mechanisms: Click router and IP tables–based software router. The Intel module of the framework generates prediction results in an internal understandable format. It is the task of the traffic policing module to communicate with the router software and apply the rules according to its defined format. To comply with any available router, the TPM needs to be updated such that it should generate access control rules (ACL) in a specific router format.

4.10.3 **In Terms of Database**

This framework needs to store lots of data for various reasons. The major contribution in the database is through the data collection module, which periodically updates network attacks, IDS logs, and other related information. For a better prediction, it is always preferable to have precise and enough samples. Currently, database support is provided with MySQL. It is possible to migrate the database to any other database engine without any hassle.

4.11 **Security Measures**

4.11.1 **Honeypot Detection**

Today, there are many ways available in the market to detect honeypot setups. They are based upon the type of honeypot and its configuration. The design goal of this framework was to develop a mechanism that will help in detecting network attacks and will again help to redirect those attacks to the appropriate honeypot of choice. Many times, some sequence of commands used with some expertise along with past experience could help in detecting the honeypot setup. There are prewritten scripts available that are able to detect some popular honeypot setups such as Sebek. Generally, low-interaction honeypots are victims of such detection methods due to the limitation of responses they provide with every command. Use of IDS rules to match the packet signatures that are identical to such detection routines may help in preventing such attacks. It is possible in such cases to generate a high-priority IDS alert, which, in turn, will help this framework in redirecting honeypot traffic to a more capable honeypot. This may help to protect honeypot detection to some extent. The idea is to fortify IDS with such script signatures. When a match is found, such traffic is redirected to the honeypot that is not vulnerable to that detection method.

4.11.2 **IP Spoofing**

No doubt that our framework depends upon an attacker’s IP address for entire calculations. IP spoofing on the Internet requires heavy support of a series of routers such as Tor (The Tor Project). As we said, this framework is meant for load sharing and distributing attacks over a range of honeypots. Practically, a framework needs an IP address and IDS alerts for that address. Based on these and some other parameters, its destination is fixed. Unless an attacker is using a different IP address for every other request he makes, we can predict its future. Our cross association module tries to find out the correlation between different attackers. This helps in improving results and evades
spoofing attacks to some extent. Generally, frameworks like Tor have a fixed IP address range, so the administrator can opt to block traffic from such blocks of IPs.

4.12 FUTURE WORK

4.12.1 Framework Update

This framework is currently undergoing evolution, and it is in its early stage. Some additional capabilities will surely improve its application over a much wider range of problem areas. It is not necessary that a honeynet will always be implemented at the same location or with a continuous series of IP addresses. Many of the honeynets have been deployed over geographically widespread areas or over different networks. To connect them using this framework and distribute traffic among them, it needs to have some special support. Tunneling can help in such cases. Also, tunneling provides help to communicate using different protocols. We hope to add GRE tunneling to this framework very soon.

Route cloning is another method used to determine the route to distant hosts. It allows creating a route for every host to be communicated with. This feature is supported by CISCO routers and has to be equipped with our framework. A virtual private network (VPN) provides the ability to extend a private network across the public network with security. This feature may prove helpful to connecting different honeynets. VPN support will be provided soon.

4.12.2 Future Directions for Research

Honeypots and honeynets have evolved over the years as malware catchers and attack scenario recording tools. Use of honeypots in computer science has been found to be realistic and beneficial for malware analyzers and forensics investigators. It is well accepted that to analyze any type of attack, there is no other effective way possible than providing a realistic environment like a honeypot does. High-interaction honeypots have always demanded heavy resource arrangements, which restricted their use in environments that are resource sensitive. However, the concept of honeypots could be applied to detect and record attacks on low-powered devices such as mobile phones. With the existing rate of adoption of such devices, there exists a strong need to analyze attacks, post-attack effects, and responses from such devices.

Efforts have been taken by a few like Matthias Wählisch (2012) to implement honeypots for mobile devices. Authors have implemented a mobile honeypot, which is capable of analyzing attacks over a mobile telephony network. Implementing a honeypot setup over such devices is critical. Rather a reverse approach of implementing the mobile device environment over resourceful computer systems is viable. With the help of emulation tools such as QEMU and the help of virtualization technology, it is possible to emulate mobile and low-power devices on capable systems. Some of the existing honeypots in the market are capable of running a router and other network device OSs and providing emulated environments for network devices.

On similar grounds, mobile devices could be emulated on real computer systems, and these systems could be configured to record and analyze various activities over such devices. It has another advantage in that there are no hardware and resource limitations such as database support, network bandwidth, and battery life, etc. The implementer of such a system can even go further to introduce concepts such as virtual machine introspection (VMI). VMI is a brand new approach to introspect virtual machine (VM) activities from out of the VM. This ensures the almost real emulated environment on that VM and that no entity from inside the VM could detect any monitoring activity taking place. With honeypots that were used to have their data logging agents inside VM, they always had a risk of getting detected by malware or an attacker due to the existence of such agents. VMI theoretically nullifies such risk as the entire monitoring will be done from outside VM. Such techniques need to be implemented for attack analysis and honeypot deployment over low-power devices.
4.13 CONCLUSION

This framework has been developed keeping various goals in mind. Existing honeynet management systems had some serious flaws. Also practical limitations and issues related to honeynet management were considered for development. With this framework, the limitations associated with existing similar technologies have also been addressed.

This framework is capable of distinguishing groups of honeypots according to the administrator’s choice. The primary and niche task of traffic load distribution among honeynets has been effectively addressed by use of artificial intelligence. While distributing the load among the honeynets, various parameters were considered such as attack severity, attack possibility, and the future fate of an attacker. The administrator has been geared up with full liberty to configure it according to his strategy. All updates and configurations are possible using a single configuration file. A special mode has also been introduced for the sake of the existing honeypot-only networks. This enables such users to adopt the framework easily. Loosely coupled modules of the framework enable it to be cooperated with various IDS systems and routing software. This is one of the major achievements that provide flexibility to its users.
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APPENDIX

A. Configuration File for Case Study 1

# There are two or three sections depending upon mode of operation
setup{
    #Mode of working (0: With Production Hosts, 1: Honeynet)
    mode = 0
    #IDS log file location
    ids_log = /var/usr/snort/logs
    #Periodic data updation time (Duration between two observations to be considered)
    period = 5
    #Time window for prediction (Total number of such instances to be considered)
    time_window = 10
    #Number of honeygroups
    hgroup_no = 2
}

hosts{
    #Number of hosts in production network
    host_no = 3
    #location of list of IP address of each host (text file with space delimited IPs)
    file = /usr/home/hosts.txt
#threshold for redirection (must be two digit number. 00: for every suspicious packet redirection)
threshold = 30
}
honeygroup{
  hgroup{
    #honeygroup id (any two digit unique number except 00 and 01)
    hgroup_id = 02
    #number of honeypots
    hpot_no = 3
    #location of list of IP address of each honeypot of honeygroup
    file = /usr/home/honeygroup2.txt
    #IP donor module Mode Selection (Optional)
    #ip_donor_opt = 00
    #lowerbound of threshold to roam traffic to any honeygroup
    (Optional)
    low_threshold = 31
    #honeygroup ID for lower bound threshold redirection (00 for no change, 01 for original host, Optional)
    low_t_location = 01
    #upperbound of threshold to roam traffic to any honeygroup (00 if no upper bound)
    up_threshold = 60
    #honeygroup ID for upper bound threshold redirection (comment if not req.)
    up_t_location = 03
  }
  hgroup{
    #honeygroup id (any two digit unique number except 00 and 01)
    hgroup_id = 03
    #number of honeypots
    hpot_no = 2
    #location of list of IP address of each honeypot of honeygroup
    file = /usr/home/honeygroup3.txt
    #IP donor module Mode Selection (Optional)
    ip_donor_opt = 00
    #lower bound of threshold to roam traffic to any honeygroup
    low_threshold = 61
    #honeygroup ID for lower bound threshold redirection (00: for no change, 01: for original host)
    low_t_location = 02
    #upper bound of threshold to roam traffic to any honeygroup (00 if no upper bound)
    up_threshold = 00
    #honeygroup ID for upper bound threshold redirection (comment if not req.)
    #up_t_location = 03
  }
}

B. Configuration File for Case Study 2

# There are two or three sections depending upon mode of operation
setup{
  #Mode of working (0: With Production Hosts, 1: Honeynet)
  mode = 1
The State of the Art in Intrusion Prevention and Detection

```plaintext
#IDS log file location
ids_log = /var/usr/snort/logs
#Periodic data updation time (Duration between two observations to be considered)
period = 10
#Time window for prediction (Total number of such instances to be considered)
time_window = 15
#Number of honeygroups
hgroup_no = 4
}
mappings{
    #specifies default traffic mapping rules.
    #original destination-address:port, redirected honeygroup-address:port, protocol(any,tcp,udp);
59.90.169.113,02,any;
59.90.169.70:80,03:80,any;
59.90.169.111,02,any;
59.90.169.120,03,tcp;
}
honeygroup{
    hgroup{
        #honeygroup id (any two digit unique number except 00 and 01)
        hgroup_id = 02
        #number of honeypots
        hpot_no = 254
        #location of list of IP address of each honeypot of honeygroup
        file = /usr/home/honeygroup2.txt
        #IP donor module Mode Selection (Optional)
        ip_donor_opt = 00
        #honeypot assignment method type
        assign_type = 00
        #lower bound of threshold to roam traffic to any honeygroup (Optional)
        low_threshold = 10
        #honeygroup ID for lower bound threshold redirection (00 for no change, 01 for original host, Optional)
        low_t_location = 01
        #upper bound of threshold to roam traffic to any honeygroup (00 if no upper bound)
        up_threshold = 40
        #honeygroup ID for upper bound threshold redirection (comment if not req.)
        up_t_location = 04
    }
    hgroup{
        #honeygroup id (any two digit unique number except 00 and 01)
        hgroup_id = 03
        #number of honeypots
        hpot_no = 254
        #location of list of IP address of each honeypot of honeygroup
        file = /usr/home/honeygroup3.txt
        #IP donor module Mode Selection (Optional)
        ip_donor_opt = 01
        #honeypot assignment method type
        assign_type = 01
```
#lower bound of threshold to roam traffic to any honeygroup
(Optional)
  low_threshold = 10
  #honeygroup ID for lower bound threshold redirection (00 for no change, 01 for original host, Optional)
  low_t_location = 01
  #upperbound of threshold to roam traffic to any honeygroup (00 if no upper bound)
  up_threshold = 40
  #honeygroup ID for upper bound threshold redirection (comment if not req.)
  up_t_location = 04
}
hgroup{
  #honeygroup id (any two digit unique number except 00 and 01)
  hgroup_id = 04
  #number of honeypots
  hpot_no = 10
  #location of list of ip address of each honeypot of honeygroup
  file = /usr/home/honeygroup4.txt
  #IP donor module Mode Selection (Optional)
  ip_donor_opt = 00
  #honeypot assignment method type
  assign_type = 00
  #lower bound of threshold to roam traffic to any honeygroup
  (Optional)
  low_threshold = 40
  #honeygroup ID for lower bound threshold redirection (00 for no change, 01 for original host, Optional)
  low_t_location = 03
  #upper bound of threshold to roam traffic to any honeygroup (00 if no upper bound)
  up_threshold = 60
  #honeygroup ID for upper bound threshold redirection (comment if not req.)
  up_t_location = 05
}
hgroup{
  #honeygroup id (any two digit unique number except 00 and 01)
  hgroup_id = 05
  #number of honeypots
  hpot_no = 02
  #location of list of ip address of each honeypot of honeygroup
  file = /usr/home/honeygroup5.txt
  #IP donor module Mode Selection (Optional)
  ip_donor_opt = 00
  #honeypot assignment method type
  assign_type = 00
  #lower bound of threshold to roam traffic to any honeygroup
  (Optional)
  low_threshold = 60
  #honeygroup ID for lower bound threshold redirection (00 for no change, 01 for original host, Optional)
  low_t_location = 00
  #upper bound of threshold to roam traffic to any honeygroup (00 if no upper bound)
up_threshold = 00
    # honeygroup ID for upper bound threshold redirection (comment if not req.)
    # up_t_location = 05
}
}

NOMENCLATURES

a An attacker
ACL Access control list
EWMA Exponential weighted moving average
IDS Intrusion detection system
kNN k nearest neighborhood
num_a(v, t) Number of attacks by attacker a on victim v at time period t
TPM Traffic policing module
v Victim host being attacked
VM Virtual machine
VMI Virtual machine introspection
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The art of war teaches us to rely not on the likelihood of the enemy’s not coming, but on our
own readiness to receive him; not on the chance of his not attacking, but rather on the fact that
we have made our position unassailable.

—The Art of War, Sun Tzu

5.1 INTRODUCTION

According to Bace and Mell [1], the intrusion is an attempt to compromise computer security poli-
cies, i.e., confidentiality, integrity, and availability (CIA), or to bypass the security mechanisms of
a computer or network. Accurate intrusion detection and prevention requires a holistic and com-
prehensive approach. For instance, we need reliable, precise, and complete information about the
system that we want to protect. Here, we are facing a major problem as obtaining reliable, precise, and complete information is expensive and time consuming. Therefore, it is important to carefully choose what information to monitor and collect and where from is very important.

In essence, critical infrastructure (CI) is automated physical processes controlled by a group of devoted networked computers. These devoted networked computers are commonly known as industrial controlled systems (ICSs). ICSs are used as the general term for more specific systems, such as the most familiar supervisory control and data acquisition (SCADA) system, distributed control systems (DCS), and other control system configurations, such as skid-mounted programmable logic controllers (PLC), that are often found in the industrial control sectors. Critical national infrastructures refer to specific systems whose incapacity or destruction would have a devastating impact on multiple aspects of the security of one nation. Some examples of critical national infrastructures include utilities (water, electricity, gas, and telecommunications), transportation (public transport, traffic management), waste management, etc. For the purpose of this chapter, the terms ICS and SCADA are used somewhat loosely and interchangeably.

In modern days, information and communication technologies (ICT) are being combined with critical infrastructure control systems to create increasingly complex interconnected systems. Consequently, new vulnerabilities are emerging in critical infrastructure systems that threaten their operation. Such threats come not only from conventional external sources, such as terrorists, hackers, industrial espionage, etc., but also from internal sources, such as disgruntled employees, third-party contractors, or as a result of inadvertent user error, negligence, equipment failure, etc.

As a result of the complex nature of the threats described above, it is possible for attacks to occur that are previously unknown to the system. This means it is not possible to provide comprehensive cyber security solely by means of traditional IT security measures, such as firewalls and intrusion detection and prevention systems (IDPS), which predominantly react to already known attacks.

A multi-layered or defense-in-depth (DiD) approach [2] (see Figure 5.1) is therefore necessary, in which a first layer of conventional IT security tools that aim at preventing attacks is supported with a second layer of advanced monitoring tools that aim at detecting and reacting to attacks that are able to breach the first layer. A defense-in-depth model that was originally inspired by ancient castle defense has been proposed for information insurance, computer antivirus, antispam, database security, etc. Bass and Robichaux [3] exhibited that a DiD model is able to scale to large and complex network operations.

![FIGURE 5.1 Defense-in-depth model.](image-url)
As shown in Figure 5.1, the layers of defensive positions in a DiD model are as follows:

- **Data**: an attacker’s ultimate target, including main databases, active directory service information, documents, etc.
- **Application**: the software that manipulates the data that is the ultimate target of the attack
- **Host**: the computers that are running the applications
- **Internal network**: the network in the corporate IT infrastructure
- **Perimeter**: the network that connects the corporate IT infrastructure to another network, such as to external users or the Internet
- **Physical**: the physical aspects in computing, such as the server computers, PCs, hard disks, network switches, routers, power, etc.
- **Policies, procedures, awareness**: the overall central principles of the security strategy of any organization

In this chapter, the authors survey the methodologies, applications, and tools to conduct studies on IDPS for critical infrastructure through a literature review and classification of the international journal articles, reports, and standards that appeared during the period from 1980 to early 2013. It presents a review about the evolution of IDPS over the past two decades. This chapter also seeks to compile and to enrich scientific knowledge associated with critical infrastructure protection. To the best of our knowledge, a study on intrusion detection and prevention systems with an emphasis on the critical infrastructure system is not widely available.

The remaining parts of this chapter are organized as follows: Section II introduces a general background on cyber security for critical infrastructure. Section III discusses intrusion detection and prevention systems in general, which include concepts, evolution, trends, and tools. Section IV describes intrusion detection and prevention systems for critical infrastructure in detail, including SCADA–specific IDSs. Open issues and challenges are discussed in Section V. Finally, the chapter is summarized in Section VI.

### 5.2 BACKGROUND AND MOTIVATION

Cyber security for critical infrastructure is a very concerning issue because of emerging cyber threats and security incidents targeting critical infrastructures all over the world. Cyber security must address not only deliberate attacks, for example, from disgruntled employees, industrial espionage, and terrorists, but also accidental compromises of the cyber infrastructure due to user neglect, user errors, equipment failure, and natural disasters. Vulnerabilities may allow an attacker to penetrate a system, get access to a control center, and modify load conditions to destabilize a critical infrastructure in unpredictable ways leading to serious results or disaster, for example, a brownout or even catastrophic blackout [4]. In addition, cyber security issues may also result in a breach of customer privacy and unpredicted economic losses in the electricity market. In the United States, it is interesting to note that approximately 90% of the critical infrastructures are privately owned and operated [5].

Both malicious and unintended cyber security incidents have happened from time to time; several representations of these incidents are as follows:

- In 2000, millions of liters of raw sewage were spilled out into local parks and rivers due to a series of actions from a disgruntled employee in Queensland, Australia, by gaining unauthorized access into a computerized management system. The access had been made possible by installing company software on the employee’s personal laptop and infiltrating the company’s network at least 46 times to take control of the waste management system [6].

- In 2003, the safety parameter display system and the plant process computer system at Davis-Besse nuclear power plant in Ohio, in the United States, was successfully attacked and paralyzed by the Slammer worm. The responsible managers considered the plant to be “secure” because its outside network connection was protected by a corporate firewall. The worm entered the plant network
by a contractor’s infected computer that was connected via telephone dial-up directly to the plant network, thus bypassing the firewall [6].

In 2010, the Stuxnet worm attacked the Siemens SIMATIC WinCC supervisory control and data acquisition (SCADA) system, using at least four vulnerabilities of the Microsoft Windows operating system [7]. It was the first malicious code attack that damaged the industrial infrastructures directly. According to Symantec’s statistics, about 45,000 networks around the world have been infected with the worm so far, and 60% of the victim hosts are in Iran [8]. The Iranian government has confirmed that the country’s Bushehr nuclear power plant has been attacked by Stuxnet. Stuxnet has become the first worm crossing both the cyber and physical world by manipulating the control system of the critical infrastructure.

In 2012, Flame [9] infiltrated and transferred data from thousands of computers in the Middle East including the biggest oil and gas company by counterfeiting an official Microsoft security certificate in the form of a Microsoft update. Flame is more complex and more sophisticated compared to Stuxnet. Although Flame is designed for spying, not for destruction, the damage it caused is comparable or more. The high flexibility of Flame also possesses a great possibility to deploy it as a cyber-attack tool for critical infrastructure.

Stuxnet, Flame, and Duqu [10] malwares indicate the development tendency of cyber wars and terrorism in the future. It also means that cyber security must be inherently embedded into any critical infrastructure network as a foundation of next-generation critical infrastructure. Stuxnet showed us that the security-by-obscurity concept has serious loopholes, which can be exploited.

From published cyber security incidents involving critical infrastructure, it is apparent that the critical infrastructure, such as the electricity power grid, water distribution, oil and gas, nuclear power plant, etc., has been and is susceptible to potential cyber security threats [11]. In addition, once installed and configured, the industrial control systems tend to stay in operation for a relatively long time (decades) [12]. Therefore, timely research on cyber security issues for the critical infrastructure is a highly relevant, immediate, and a particularly significant engineering task.

A typical cyber attack practice involves three phases: reconnaissance, vulnerability identification, and penetration. An attacker must first know precisely the attack target before determining the subsequent correct steps. Reconnaissance will include analysis of an application’s functionality, data in the form of information stored in and used by the application as well as input data fields presented to the client, and design and architectural aspects. The task of identifying vulnerabilities and weaknesses and then creating a successful exploit becomes easier as more useful information is obtained.

An attempt to break or misuse a system is called “intrusion” or “penetration.” An intrusion normally exploits a specific vulnerability found in the previous step. Intrusion must be detected as quickly as possible to minimize the risk to the critical infrastructure. An intrusion detection system is a system for detecting such intrusions. Intrusion detection systems are notable components in network security infrastructure. They examine system or network activity to find possible intrusions or attacks and trigger security alerts for the malicious activities. They are generally categorized as signature-based and anomaly-based detection systems. Other categories are network-based and host-based intrusion detection systems.

5.3 INTRUSION DETECTION AND PREVENTION SYSTEMS (IDPS)

In order to protect ICS more effectively, we need to determine what needs to be protected. We need to know the structure and components of typical ICS. Generally there are eight major control components in ICS [5]:

- Control server: hosts the DCS or PLC supervisory control software that communicates with lower-level control devices.
- SCADA server or master terminal unit (MTU): the device that acts as the master in a SCADA system.
• Human-machine interface (HMI): software/hardware that provide information to security administrators on the state of a process under control and, if necessary, to override automatic control operations in the event of an emergency.

• Data historian: a central database for recording all process information within an ICS.

• Remote terminal unit (RTU): a special purpose data acquisition and control unit designed to support SCADA remote stations.

• Programmable logic controller (PLC): a small industrial computer originally designed to perform the logic functions executed by electrical hardware (relays, switches, and mechanical timer or counters).

• Intelligent electronic devices (IED): a “smart” sensor or actuator containing the intelligence required to acquire data, communicate to other devices, and perform local processing and control.

• Input/output (IO) server: a control component responsible for collecting, buffering, and providing access to process information from control subcomponents, such as PLCs, RTUs, and IEDs. An IO server can reside on the control server or on a separate computer platform. IO servers are also used for interfacing third-party control components, such as an HMI and a control server.

5.3.1 IDPS Definitions

An intrusion detection system (IDS) has as its objective to detect attacks against computer systems and networks or against information systems in general. A network-based IDS (NIDS) is designed to passively monitor traffic in a network environment by analyzing packets for signs of possible incidents, which may be attacks or unauthorized activity. The main objective is to detect malicious behavior that can compromise the security and trust of a network. A NIDS provides an additional layer of defense, which monitors network traffic for predefined activity or patterns and alerts security administrators when potential cyber attacks are detected. Such systems log information about each incident and report them to security administrators. On the other hand, a host-based IDS (HIDS) detects attacks against a specific host by analyzing audit data produced by the host operating systems. An intrusion prevention system (IPS) performs intrusion detection and at the same time tries to stop detected incidents in real time. Typically, an intrusion detection and prevention systems (IDPS) utilizes anomaly detection, stateful protocol analysis (also known as deep packet inspection), signature matching, or a combination of the three techniques (hybrid) to analyze incoming cyber attacks. Today, an IDPS along with a firewall are the two essential components in any secure industrial control network (see Figure 5.2). In this chapter, the term IDPS is loosely used to represent both IDSs and IPSs in general.

Since it was first proposed by Anderson in his paper “Computer Security Threat Monitoring and Surveillance” in 1980 [13] and then developed further by Denning in 1987 with his seminal paper, “An Intrusion Detection Model,” [14], IDS and its extension IPS in the IT domain have become relatively established technologies. Denning provided a methodological framework that stimulated many research projects and set up the foundation for commercial products in intrusion
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detection. Numerous intrusion detection methods have been presented \[15\] and some of them have been applied into SCADA systems \[16–21\]. However, research in a cross-disciplinary context, especially for critical infrastructure system network operation, is still at an early stage and immature.

Early IDS models were limited in capability and designed to monitor a single host only. However, more recent models accommodate the monitoring of a number of hosts interconnected by a network. Another main issue is on the difficulty of developing IDS rules for recognizing attacks. It is not a trivial task as it requires knowledge of the vulnerabilities in the various protocols. This knowledge comes at the cost of extensive vulnerability assessments of SCADA protocols.

In brief, we can conclude that a fundamental difference between the IT and ICS industry is in the order of priorities. The IT security industry views the CIA concept (confidentiality, integrity, availability) as the most important security goals, plus privacy as a fourth priority. Therefore, preventing attackers from listening to sensitive information encryption is considered a very important part. On the other hand, in the ICS industry, the SRA model (safety, reliability, availability) represents the most important priorities \[22\]. In the ICS industry, cyber security issues were not considered to a great extent or not at all during the designing phase of a product.

There are primarily two issues for consideration regarding the use of IDPS technology: The first is dealing with detection of issues in the TCP/IP part of the stack; the second is dealing with detection of information at the SCADA protocol (or application) level, which can also involve inspection of the packet payload.

This highlights that any IDPS focusing on the depth of the SCADA protocols (e.g., above networking L4) requires some expert knowledge and tailoring for particular critical infrastructure SCADA systems.

Protection of critical infrastructure ICT systems will require IDPS technologies that can deliver both traditional IT security measures and more specific measures tailored to the unique features of industrial control systems.

Representations of the most-used IDS/IPS tools are briefly reviewed in the following part of the chapter.

### 5.3.2 Snort

Snort \[23\] is an open source \textit{libpcap}-based \[24\] network intrusion detection and prevention system performing packet sniffing and logging and traffic analysis on IP networks. Snort was originally written by Martin Roesch \[25\] and is now maintained by Sourcefire. The current version of Snort employs different types of techniques, such as signature-, protocol-, and anomaly-based inspection to detect and prevent cyber attacks.

Snort is considered as the de facto standard of the IDS/IPS with millions of downloads and is the most extensively deployed IDS technique worldwide. Snort is also widely supported by an active open source community. Snort is capable of performing real-time traffic analysis and packet sniffing and logging onto IP networks. It can perform protocol analysis and content searching or matching and can be used to detect a variety of attacks and probes, such as buffer overflows, stealth port scans, SMB probes, OS fingerprinting attempts, and much more. Snort is mostly used as intrusion prevention tools by dropping attacks as they are taking place. Snort can be combined with other tools, such as OSSIM \[26\], Sguil, etc. to provide a visual representation of intrusion data. However, current Snort does not support multi-threading in packet processing, which has become its main drawback.

In its implementation, Snort can be operated in three different operation modes \[23\]:

1. **Sniffer mode**: In this mode, Snort reads the packet in the network and then displays them on the console continuously.
2. **Packet logger mode**: In this mode, Snort simply logs the packets to the disk.
3. **Network intrusion detection systems (NIDS) mode**: In this mode, Snort detects and analyzes network traffic.
Snort architecture comprises the following modules [27] as illustrated in Figure 5.3:

- **Packet decoder**: The decoder turns the captured packets into data structures and identifies link layer protocols. Then, it takes the next step, decodes IP and then TCP or UDP depending on the case in order to get useful information such as ports and addresses. An alarm will be raised if Snort finds malformed headers, unusual length TCP options, or similar issues.
- **Preprocessors**: The function of the preprocessor is to take potentially dangerous packets by the detection engine trying to find known suspicious patterns.
- **Detection engine**: The detection engine is making use of the detection plug-ins; it matches packets against rules previously loaded into memory when the Snort system was initialized.
- **Output plug-ins**: These modules allow for the formatting of notifications (alerts, logs) for access by the user in many ways (console, external files, databases, etc.).
- **Detection plug-ins**: These modules are referenced from its definition in the rules files, and they are intended to identify patterns whenever a rule is evaluated.
- **Rule files**: Rule files are plain text files that contain a list of rules with a known syntax. This syntax includes protocols, addresses, output plug-ins associated, and other pertinent information. Those rule files are updated like virus definition files are.

### 5.3.3 Bro

Bro [28] is an open-source network traffic analyzer widely used as an intrusion detection system. Bro was originally written by Vern Paxson at Lawrence Berkeley National Laboratory and the International Computer Science Institute [29]. Bro was initially developed as a research platform for intrusion detection and traffic analysis. Bro distinguishes itself from Snort by offering high-speed network capability. In order to achieve real-time, large-volume intrusion detection, Bro utilizes two separate network interfaces (one for each direction) to capture the network traffic. Bro is divided into two engines: an “event engine” that reduces a kernel-filtered network traffic stream into a series of higher-level events and a “policy script interpreter engine” that interprets even handler written in a specialized language to express a site’s security policy. Bro has gained its reputation mainly due to its stateful protocol analysis capabilities.

A built-in parser in Bro supports DNP3, a network protocol that is commonly implemented in electrical power grids. Bro first parses the network traffic and then executes event-oriented analyzers that compare the activity with patterns deemed potentially harmful. Bro uses its own policy language, which allows for tailoring Bro’s operation. If something of interest is detected, a log entry or an alert can be generated.

Bro has been developed primarily as a flexible and customizable research platform for intrusion detection. Its main advantage is the separation of policies from mechanisms. Bro contains several analyzers that communicate through events. Based on scripts written in Bro’s own scripting language the
user defines event handlers to state his specific policy. The lack of the necessary user community to create, develop, and maintain a good set of signatures has become a bottleneck in the wide usage of Bro. The internal structure of Bro is illustrated in Figure 5.4 [30]:

- Packet capture: Bro captures network traffic using libpcap [24]. This helps in porting Bro to different Unix variants and allows it to operate on tcpdump packet traces. Using libcap also brings another additional advantage: It isolates Bro from details of the network link technology (Ethernet, FDDI, etc.); also it allows basic packet filtering, which is very useful in environments in which only certain traffic must be analyzed.
- Event engine: In this layer, several integrity checks are performed to guarantee that the packet headers are well formed. For example, it verifies whether the IP header checksum is correct. At this point, Bro reassembles IP fragments so the network layer analyzer can accent to complete IP datagrams. It sends events to the policy layer.
- Policy script interpreter: This layer executes scripts written in a specialized Bro language [30]. These scripts specify event handlers. “For each event passed to the interpreter, it retrieves the (semi-) compiled code for the corresponding handler, binds the values of the events to the arguments of the handler, and interprets the code.” [30] The event handler can execute arbitrary Bro scripting commands to generate new events, log notifications, or record data to disk.

5.3.4 Suricata

Suricata [31] is an open-source rule-based IDS/IPS that utilizes externally developed rule sets to monitor network traffic and provide alerts to the security administrators when a possible cyber attack is detected. It was developed by the Open Information Security Foundation (OISF). Suricata uses a different rule format than Snort. Suricata also differentiates itself from Snort by supporting multi-threading in a multiple-CPU environment to speed up packet processing in high-speed networks (see Figure 5.5) [32].
The high-performance Suricata IDS for computer-network monitoring has been advanced as an open-source improvement for the popular Snort system that has been available for more than a decade. Suricata has several features, which include multi-threading to improve processing speed beyond Snort. Suricata also improves on Snort in state-based analysis, which is particularly important for HTTP traffic. It is also based on signatures but incorporates revolutionary techniques. This engine embeds a HTTP normalizer and parser (HTP library) that provides very advanced processing of HTTP streams, enabling the understanding of traffic on the seventh level of the OSI model. However, performance comparison between Suricata and Snort did not show conclusive results [33] [34]. Overall, Suricata performs at least as well as Snort [34].

5.3.5 PRELUDE IDS

The Prelude Intrusion Detection System [35] is a hybrid IDS originally developed by Yoann Vandoorselaere and licensed under GNU public license (GPL). Prelude is a security information management (SIM) system. The product can collect alert data from other security applications or generate its own alert data using home-grown components. It includes a plug-in for importing alarms from Snort.

Prelude comes as an open source version (Prelude OSS) with reduced performance and a commercial version, Prelude Pro. As a whole, Prelude consists of sensors that generate security data. Its global architecture is shown in Figure 5.6. Sensors feed their data to the Prelude manager in intrusion detection message exchange format (IDMEF) [36]. The manager collects and normalizes IDMEF data and makes it available to output plug-ins. These output options include PostgreSQL and MySQL databases and Web-based interfaces like Prewikka.

The main components of Prelude IDS are the following:


FIGURE 5.6 Prelude simple architecture. (Adapted from Prelude-IDS, http://www.prelude-ids.com/.)
• Prelude-NIDS: a network-based IDS capable of stateful inspection, fragment reassembly, protocol normalization for HTTP and RPC, polymorphic shell code detection, and ARP spoof detection.
• Libprelude: an application programming interface to facilitate integration of other data sources.
• Prelude-manager: the centralized data processor. Engineers can deploy managers as relays to collect information from clusters of sensors. The managers relay the data to a central top-level manager.
• Prelude-LML: the log monitoring Lackey, accepts syslog messages from devices that provide such information.

5.3.6 Sguil

Sguil [37] is a security information management (SIM) system like Prelude IDS. Its main component is an intuitive GUI that provides access to real-time events, session data, and raw packet captures. Sguil facilitates the practices of network security monitoring (NSM) and event-driven analysis. The Sguil client is written in tcl/tk and can be run on any operation system that supports tcl/tk (Figure 5.7).

Sguil utilizes the following tools as a sensor for the problem of collecting, analyzing, validating, and escalating NSM information [37] (Figure 5.8):

• Snort is used to monitor the link for security events and then writes them to a file on the local disk.
• Barnyard takes events from the Snort log file and sends them to the sensor agent, which then inserts them into a database running on the Sguil server in near real-time.
• The security analyst network connection profiler (SANCP) records TCP/IP sessions and forwards them to the database on the Sguil server.
• A separate instance of Snort collects full content of all network packets to the local disk. Because this data consists of libpcap trace files, Snort could be replaced by Tcpdump or Ethereal.
• The Sguil agent also listens for commands from the Sguil server.
• MySQL stores alert and packet data gathered from Snort.

5.3.7 OSSEC

OSSEC [38] is a cross-platform open-source host-based intrusion detection system (HIDS) that merges security log analysis, file integrity checking (Unix and Windows), registry integrity checking (Windows), time-based alerting, policy monitoring, active response, and host-based anomaly detection (for Unix–rootkit detection). It blends together all the aspects of HIDS, log monitoring and analysis, and security incident management/security information, and event management (SIM/SIEM) together in a simple and open source solution. Because of its powerful log analysis mechanism, many ISPs, universities, and data centers are implementing OSSEC HIDS to monitor and...
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analyze their firewalls, IDSSs, web servers, and authentication logs. OSSEC also can be categorized as a log-based IDS (LIDS) as it uses logs as the primary source for detection.

A HIDS detects attacks against a specific host by analyzing audit data produced by the host operating systems. OSSEC HIDS are widely available to provide intrusion detection for most operating systems, including Windows, Linux, Solaris, AIX, HP-UX, OpenBSD, FreeBSD, Mac OS X, and VMWare ESX.

As OSSEC implements a centralized, cross-platform architecture, it is relatively easy to monitor and manage multiple systems with OSSEC. OSSEC’s system has a central manager, which monitors everything and receives information from agents, syslog, databases, and from agentless devices. The network architecture of OSSEC is composed of a central manager, which collects information from OSSEC agents, syslog, databases, and from agentless devices and several agents or agentless devices (see Figure 5.9). When a possible cyber attack is detected, active responses can be executed, and the alerts to the security administrator are raised.

The main components of OSSEC are as follows [38]:

- **Manager:** The central manager is the main component of the OSSEC architecture. It stores the file integrity-checking database, the logs, events, and system auditing entries as well as rules, decoders, and major configuration options.
- **Agents:** The OSSEC agent is a small program installed on the system to be monitored. The agent collects information in real time and sends it to the manager for analysis and correlation. The performance of the monitored system will not be affected as the agents have a very small memory and a CPU footprint and runs inside a *chroot* jail isolated from the system.
- **Agentless:** OSSEC also support systems in which an agent cannot be installed by allowing file integrity monitoring without the agent installed, for example, in routers or firewalls.

Key features of OSSEC include file integrity checking, log monitoring, root detection, and active response.
5.4 INTRUSION DETECTION AND PREVENTION SYSTEM FOR INDUSTRIAL CONTROL SYSTEMS

5.4.1 INDUSTRIAL CONTROL SYSTEMS VS. CONVENTIONAL IT SYSTEMS

As we understand from the previous discussion that the nature of IT systems in industrial control systems and SCADA are different from conventional IT systems. Therefore, security solutions that are applicable to IT systems might not fit perfectly into SCADA systems. The main differences between ICSs, such as SCADA and IT systems with respect to security, are summarized in Table 5.1 [5,39].

5.4.2 ICS-SPECIFIC APPROACHES

Compared to IDS in conventional IT systems, IDS in SCADA systems are rather a new area and immature. In the following section, we review recent work on IDS for SCADA systems in the research and industry community. These approaches give an overview of the landscape of SCADA-specific IDS solutions and the research direction and trend in this field.

<table>
<thead>
<tr>
<th>Category</th>
<th>Industrial Control Systems</th>
<th>Conventional IT Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>24 x 7 x 365 (continuous)</td>
<td>Some delays are acceptable</td>
</tr>
<tr>
<td>Risk management</td>
<td>Human safety is paramount</td>
<td>Data confidentiality and integrity is paramount</td>
</tr>
<tr>
<td>Time-critical</td>
<td>Delays are unacceptable</td>
<td>Some delays are acceptable</td>
</tr>
<tr>
<td>Change management</td>
<td>Highly managed and complex</td>
<td>Regularly scheduled</td>
</tr>
<tr>
<td>Physical security</td>
<td>Remote/unmanned secure</td>
<td>Secure (server rooms, etc.)</td>
</tr>
<tr>
<td>Component lifetime</td>
<td>20–30 years</td>
<td>3–5 years</td>
</tr>
<tr>
<td>Software patches</td>
<td>Rare, unscheduled</td>
<td>Regularly scheduled</td>
</tr>
<tr>
<td>Outsourcing</td>
<td>Operations are often outsourced but not diverse to various providers</td>
<td>Common, widely used</td>
</tr>
<tr>
<td>Managed support</td>
<td>Single vendor</td>
<td>Diversified vendors</td>
</tr>
</tbody>
</table>
IDSs have been applied to SCADA systems using statistical approaches to classify network traffic as normal or abnormal. To build the statistical models, various modeling methods can be utilized, such as neural networks, linear methods, regression models, and Bayesian networks [40]. However, most of the statistical intrusion methods may bring a great number of false positives, which generate false alerts and false negatives, which miss real attacks.

SCADA-specific IDSs have been developed for SCADA systems using critical state, model, and rule-based methods. The primary concern of current SCADA-specific IDSs is a lack of full understanding of SCADA applications and protocols as highlighted by the Idaho National Laboratory [16]. For example, Carcano et al. [21] proposed a critical state-based IDS for SCADA based on the Modbus protocol in a power plant. However, it can only detect a limited class of attacks against PLC systems.

5.4.3 Signature-Based IDS

A signature-based or model-based IDS uses pattern-matching techniques against a frequently updated database of attack signatures. A well-crafted signature almost certainly detects the attack it represents. However, other packets may match the signature and generate false alarms. It is useful to detect already known attacks but not the new ones, such as zero-day attacks. In signature-based IDS, every signature requires an entry in the database. Each packet is to be compared with all the entries in the database, just like a typical antivirus. However, if typical antivirus software is able to detect hundreds of thousands of virus signatures, typical IDSs have signatures for only a few hundred attacks. In addition, most antivirus software has daily updates available from the web; on the other hand, IDS vendors issue updates a couple of times per year. This is mainly due to privacy and confidentiality; little analysis of real attacks is available to the public, which can be included in the signature-based IDS database. Due to these reasons, signature-based IDSs are not widely implemented to protect ICS from cyber attacks.

The model-based detection is not new in traditional IDSs, e.g., specification-based intrusion detection can be seen as model-based. Cheung et al. [19] believe that model-based monitoring to detect unknown attacks is more feasible in SCADA systems than in general enterprise networks. The expected and acceptable behavior of the system is characterized by formal models. Attacks that cause violations of the models are detected. The assumption is that SCADA systems have static topologies, regular traffic patterns, and a limited number of application and protocols running in the system, which makes it feasible to use model-based monitoring. Their work targets Modbus TCP, which is one of the most popular proprietary protocols used widely in many SCADA systems [41]. They described three model-based techniques to monitor Modbus transmission control protocol (TCP) networks, i.e., protocol-level modes, communication pattern–based detection, and learning-based approach. Unfortunately, they did not provide quantitative results and analysis in terms of experimental validation. A rule-based IDS for an intelligent electronic device (IED) based on IEC 61850 is realized by Snort [42]. The authors developed rules by using experimental data based upon simulated cyber-attacks, such as a denial of service (DoS) attack, password crack attack, and address resolution protocol (ARP) spoofing attack. The proposed blacklist approach can detect the known attacks effectively. However, blacklists are typically not effective against unknown threats, such as zero-day attacks.

Model-based IDS proposed by Cheung et al. implements three different methods to detect cyber attacks [19]:

1. Develop a protocol-level model for Modbus TCP and use Snort rules for detecting violation of the models
2. Specify a communication pattern in the SCADA network and use Snort rules for detection
3. Specify models for service usage patterns, which can heuristically learn the availability of servers and services and detect changes in server and service availability

Cheung et al. validated its IDS by developing a testbed, which showed that model-based intrusion detection is a promising approach for monitoring industrial control networks.
Oman and Phillips [43] propose automation of intrusion detection and settings retrieval for RTUs in an electrical power grid supporting widely used protocols, such as Modbus, DNP3, and RTU/ASCII protocols. The IDSs use Snort for detection and utilize XML to express the SCADA device’s details, such as its IP address, telnet port, etc. The system utilizes a Perl program to parse the XML profile and creates Snort IDS signatures for legal commands on the RTU to monitor normal operations. A testbed is developed to evaluate the performance of the system. One most important contribution of their work is the creation of comprehensive intrusion detection signatures for unauthorized access to SCADA devices besides baseline-setting files for those devices.

Xiao et al. [44] implemented an IDS with the signature based in a water treatment system. The authors used a matching fault model to detect an attack to the SCADA system. Their work splits a SCADA system into two layers: a physical layer and a cyber layer and proposes a separate workflow above it. Each essential component in the physical layer should have a corresponding node in the workflow. The proposed system is evaluated by means of simulation. As typical to signature-based IDSs, this type of IDS is also only capable to detect the known attacks.

Model-based detection, at best, can only attempt to keep pace with known attacks because it relies on first capturing an attack instance and then analyzing it to determine a new signature for that instance. This has resulted in a weapons race in which attackers have employed obfuscation techniques to counter IDPS [45].

5.4.4 Anomaly-Based IDS

Anomaly-based techniques are necessary to protect critical infrastructure networks against unknown cyber-attacks. An anomaly-based IDS creates a model of normal behavior of the system and detects deviation from this model as a potential attack. Techniques used in detecting anomalies include data mining, clustering, and statistical signal processing. The main advantage of anomaly-based systems is the ability to detect unknown attacks or zero-day attacks. The typical disadvantages are high false-positive alarms and difficulty in identification of attack type. Moreover, because what is considered normal could be different in different environments, a distinct model of normalcy needs to be learned individually.

One of the early works in using anomaly detection techniques in IDS to protect a SCADA system was proposed by Bigham et al. [46] in 2003. The work suggests an IDS to protect a SCADA system in an electrical power grid by implementing Bayesian network algorithms with n-gram and invariant anomaly detectors to identify deliberate or accidental corruption of data within the SCADA system caused by attacks and faults. The work also shows that by strategically combining several different anomaly detectors, anomaly detection rates can be improved. Specifically, the authors utilized a Bayesian network to correlate their outputs with other data sources. Experiment results showed that this technique is able to reduce the false positive rate and would enable more accurate pinpointing of errors. The proposed work is studied in a real world environment by building a testbed.

Tsang and Kwong proposed the ant colony clustering model (ACCM) as an unsupervised anomaly learning model in a multi-agent SCADA system IDS [18]. Their approach uses an IDS with multiple intelligent agents and a decentralized IDS to reduce data dimensionality and increase modeling accuracy. The monitor agents monitor and capture network packets. Then, the principle component analysis (PCA) is used to extract features from the packets. The decision agents perform clustering on the preprocessed data and notify the action agents if abnormal network patterns are detected. The action agents issue responses accordingly. Instead of using real network traffic from a critical infrastructure, the KDD cup dataset [47] is used to validate the system.

Slay and Miller [48,49] adopt the DiD philosophy and use a demilitarized zone (DMZ) in order to protect and isolate the SCADA system in water distribution facilities from malicious attacks. Based on the DiD philosophy, the proposed IDS uses a multiple-layer defense, such as zoning, etc. The IDS also makes use of a combination of security mechanisms and the application of policies and procedures to create a secure SCADA environment.
In 2009, Linda et al. [50] proposed an IDS–neural network based modeling (NNM) for critical infrastructure (nuclear plan) by implementing a combination of two neural network learning algorithms (error-back propagation and Levenberg-Marquardt) for behavioral modeling. IDS–NNM consists of two main phases: the specific training set construction and the neural network training process. The IDS implements a window-based attribute extraction approach, which uses construction of a dataset using randomly generated intrusion vectors. To validate the proposal, IDS–NNM uses real network traffic data (recorded from existing critical infrastructure) in its experiment. To detect abnormal network traffic in SCADA systems, IDS–NNM uses destination addresses, port numbers, and other attributes of network packet headers. Because IDS–NNM only inspect the packet headers, the proposed IDS is not effective in detecting malicious activities hidden in the network payload.

A distributed intrusion detection system (DIDS) based on a community collaboration between multiple agents of anomaly detectors is proposed by Shosha et al. [51] in 2011. To protect a SCADA system in an electrical power grid, DIDS employs two main detection engines: general network protocol traffic (GNPT) and SCADA specific protocol traffic (SSPT). DIDS employs an events correlation engine to gather and correlate information from GNPT and SSPT. DIDS support many popular protocols in an electrical power grid, such as ICCP, Modbus, DNP3, and IEC 61850 GOOSE. A testbed is developed to validate DIDS. As SCADA systems tends to be huge in nature with millions of devices, a distributed IDS with event correlation is a necessary requirement to effectively detect coordinated and simultaneous attacks in critical infrastructure.

Specific intrusion detection for an embedded control system in critical infrastructure was proposed by Reeves et al. [52] in 2012. The study proposed an experimental host-based intrusion detection mechanism that operates within an operating system (OS) kernel to minimize overhead performance to the system. The intrusion detection system leverages its built-in tracing framework to identify control-flow anomalies. Separate virtual machines (VM) are used to capture different network traffic from different directions. One VM captures Modbus RTU/ASCII traffic from the MTU or upstream direction. The other VM captures Modbus RTU/ASCII traffic from the RTU or downstream direction.

Morris et al. [40] proposed an IDS for a SCADA system, which was running the Modbus RTU/ASCII protocol. The work uses Snort and Quickdraw [53] to detect an attack in the SCADA system. Retrofit data logger [54] is used to capture Modbus RTU and Modbus ASCII network traffic. Captured traffic is required to be converted to Modbus TCP/IP before being transmitted over a closed virtual Ethernet network to allow Snort to capture the traffic. Snort parses the captured traffic to detect rule matches. Rule matches lead to logging and or dropping of packets. The validation of Modbus RTU/ASCII Snort was through rules available from Digital Bond, Inc., in their Quickdraw software package.

The statistical IDS [40] applied to SCADA systems adopts statistical approaches, such as neural networks, linear methods, and Bayesian methods to distinguish the abnormal data from the normal traffic. However, these methods may lead to false positives and false negatives, which inevitably will result in false alarms and missed attacks. Therefore, although such techniques have some merits, when used alone, they are not sufficiently accurate. This is partly why a multi-attribute approach is preferable.

5.4.5 Hybrid-Based IDS

While most of the approaches build their IDPS systems as signature based and anomaly based, the rapid development in machine learning and data mining will boost hybrid-based systems to dominate the IDPS market for critical infrastructure in the near future. The main objectives of hybrid-based IDS are to reduce both false negative and false positive alerts by intelligently combining multiple techniques, including signature based and anomaly based.

The work of Naess et al. [55] discussed an approach for IDS implementation in the embedded middleware level, which can also be applied in SCADA systems because it is easier to make slight
changes to an existing system at the middleware level. Their approach embeds interval-based and procedural-based IDS sensors and misuse-based IDS detectors in the middleware of the applications.

Valdes and Cheung develop an IDS on the supply-side of the smart grid by combining statistical anomaly and signature detection techniques deployed in both the network and host [56]. A model-based approach is adopted in which the network behavior is characterized using a model, and deviations from the model are considered as attacks. Multiple techniques are implemented for analysis: specification-based, change detection, and statistical anomaly detection. The IDS uses Snort for actual detection. The system also provides events correlation and visualization of network packets traces to help the operator in analyzing incoming attacks. The proposal was not adaptive because it used a fixed topology model based on network traffic only.

A network-based IDS (NIDS), which employs different techniques, is proposed by Fovino et al. [57,58]. The NIDS is using state-based intrusion detection, which makes use of both signature and anomaly detection techniques. The IDS is developed based on the concept of system knowledge base and system state analysis. The main goal is to detect complex attacks to SCADA systems by monitoring its state of evolution. Complex attacks, which are composed of a set of commands that, while licit when considered in isolation on a single-packet basis, can disrupt the correct behavior of the system when executed in particular operating states. The system is implemented in an electrical power grid with Modbus and DNP3 protocols and evaluated in a testbed.

In order to protect from cyber attacks in smart grid environments, Patel et al. [59] in 2012 considered a fully distributed managed collaborative smart IDPS (CSIDPS) by combining a set of autonomic, machine learning, and ontology knowledge-base (KB) interface engine and fuzzy logic risk manager functionalities. To evaluate the performance of the proposed system, 3256 attacks of various types were simulated over the network in 30 hours. After detecting abnormal activities, the CSIDPS matched them with its KB to identify the attacks and optimize the two attributes of fuzzy violation and target in self-learning procedures to generate alerts, responses, and prevention plans. Simulation results for CSIDPS showed that detection accuracy is increased and false-positive alarms are decreased compared to ordinary IDPS.

5.4.6 Cyber-Physical Correlation

Most critical infrastructures are managed at least in some part by a cyber-physical system (CPS). As reflected in the name, a CPS is a system that has both cyber components and physical elements in it. As described in NISTIR 7628 [60] and in the Government Accountability Office (GAO) Report 118, the critical infrastructure such as smart grid is vulnerable to coordinated cyber-physical attacks, which combine a traditional cyber attack with a physical element. Assessing the impact of coordinated cyber-physical attacks will require expertise in cyber security, physical security, and the electric infrastructure. The NIST cyber security working group (CSWG) recognizes that collaboration is critical to effective identification of cyber and physical vulnerabilities and threats.

Rrushi and Campbell suggest using probabilistic validation of attack-effect bindings to detect attacks in IEC 61850 [20]. In their work, IEC 61850 is used for communication between a nuclear power plant and substations. The authors statistically construct structural equation models estimating the causal relationship between variables of substation and power plant operation. Then they probabilistically model legitimate data flows and potential attack data flows along with characteristics of legitimate and attack data frames as well as models of substation operation models. These models are used to derive intrusion detection rules implementable in the substations. The R program is utilized to construct structural equation models estimating the causality relations. The authors also mentioned that their IDS is implementable in electrical substations, and all construction of attack-effects are based on known failure models.

SCADA-specific IDPSs are summarized in Table 5.2. Although the list of IDPS shown in Table 5.2 is not exhaustive, it does reflect most of the research being conducted in the area of critical infrastructure cyber-security protection through IDPS.
### TABLE 5.2

**Summary of IDS for Critical Infrastructure**

<table>
<thead>
<tr>
<th>Work</th>
<th>Year</th>
<th>IDS/IPS Technique</th>
<th>Characteristic/Algorithm/Tool</th>
<th>Target/Protocol</th>
<th>Real Traces</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bigham et al. [46]</td>
<td>2003</td>
<td>Anomaly</td>
<td>• Bayesian networks&lt;br&gt;• Implement n-gram and invariant anomaly detectors&lt;br&gt;• Sliding window</td>
<td>Electrical power grid, RTU</td>
<td>Testbed</td>
</tr>
<tr>
<td>Tsang and Kwong [18]</td>
<td>2005</td>
<td>Anomaly</td>
<td>• Use the ant colony clustering model (ACCM) as an unsupervised anomaly learning model in a multi-agent SCADA system IDS&lt;br&gt;• Decentralized IDS&lt;br&gt;• Use IDS with multiple intelligent agents&lt;br&gt;• Embed interval-based and procedural-based IDS sensors and misuse-based IDS detectors in the middleware of the applications&lt;br&gt;• Application specific&lt;br&gt;• Simple rule based, sliding window</td>
<td>N/A</td>
<td>KDD cup datasets [47]</td>
</tr>
<tr>
<td>Naess et al. [55]</td>
<td>2005</td>
<td>Embedded middleware IDS, anomaly, signature</td>
<td>• Embed interval-based and procedural-based IDS sensors and misuse-based IDS detectors in the middleware of the applications</td>
<td>N/A</td>
<td>Simulation</td>
</tr>
<tr>
<td>Slay and Miller [48,49]</td>
<td>2006</td>
<td>Anomaly</td>
<td>• Adopted the defense-in-depth philosophy&lt;br&gt;• Use demilitarized zone (DMZ) to isolate SCADA system&lt;br&gt;• Multiple-layer defense: zoning, etc.&lt;br&gt;• Combines security mechanisms and the application of policies and procedures to create a secure SCADA environment</td>
<td>Water distribution</td>
<td>N/A</td>
</tr>
<tr>
<td>Cheung et al. [19]</td>
<td>2007</td>
<td>Signature (model-based)</td>
<td>• Construct models that characterize the expected/acceptable behavior of the entities&lt;br&gt;• Three models: protocol-level models, communication pattern–based detection, and module for monitoring network services to detect&lt;br&gt;• Implement multi-algorithm detection appliance based on EMERALD [64] detection and correlation system</td>
<td>Modbus TCP</td>
<td>Testbed</td>
</tr>
<tr>
<td>Oman and Phillips [43]</td>
<td>2007</td>
<td>Signature</td>
<td>• Automates intrusion detection and settings retrieval for RTUs&lt;br&gt;• Use XML to express the SCADA device’s details&lt;br&gt;• Use Snort for detection</td>
<td>Electrical power grid, Modbus, DNP3, RTU/ASCII</td>
<td>Testbed</td>
</tr>
<tr>
<td>Xiao et al. [44]</td>
<td>2007</td>
<td>Signature</td>
<td>• Matching fault model&lt;br&gt;• Divide a SCADA system into two layers: a physical layer and a cyber layer and propose a separate workflow layer above it&lt;br&gt;• Only able to detect known attacks</td>
<td>Water treatment system</td>
<td>Simulation</td>
</tr>
</tbody>
</table>

(continued)
## TABLE 5.2 (Continued)
### Summary of IDS for Critical Infrastructure

<table>
<thead>
<tr>
<th>Work</th>
<th>Year</th>
<th>IDS/IPS Technique</th>
<th>Characteristic/Algorithm/Tool</th>
<th>Target/Protocol</th>
<th>Real Traces</th>
</tr>
</thead>
</table>
| Rrushi and Campbell [20] | 2008 | Cyber-physical correlation, anomaly | • Use probabilistic validation of attack-effect bindings to detect attacks in IEC 61850  
• Statistically construct structural equation models estimating the causal relationship between variables of substation and power plant operation  
• Structural equation modeling, Bayesian belief networks, Stochastic activity networks  
• Packet-based  
• Use R to construct structural equation models estimating the causality relationships | Electrical power grid, IEC 61850, DNP3 | Testbed |
| Linda et al. [50]        | 2009 | Anomaly (neural network based modeling, NNM) | • Use a combination of two neural network learning algorithms (error-back propagation and Levenberg-Marquardt) for behavioral modeling  
• Use real network data (recorded from existing critical infrastructure)  
• Implement window-based attribute extraction approach  
• Construction of dataset using randomly generated intrusion vectors  
• IDS–NNM consists of two main phases: the specific training set construction and the neural network training process | Nuclear plant | Testbed, real network traffic |
| Quickdraw [53]           | 2009 | Anomaly                     | • Use specific ad-hoc rules set and pre-processing modules use with Snort  
• Use Snort  
• Use multi-layer approach  
• Statistical anomaly and signature detection techniques deployed in both the network and host  
• Use Snort for detection  
• Use event correlation and visualization network packets for attack analysis  
• Not adaptive because they built a fixed topology model based on network traffic only | Ethernet/IP, DNP3, Modbus | Testbed |
<p>| Valdes and Cheung [56]   | 2009 | Hybrid (signature and anomaly) | | Modbus TCP [41], DNP3 over TCP/IP | Testbed |</p>
<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Type</th>
<th>Description</th>
<th>Domain/Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fovino et al.</td>
<td>2010</td>
<td>Hybrid (state-based: signature and anomaly)</td>
<td>Aim to detect complex attacks to SCADA systems by monitoring its state evolution. Complex attacks: composed of a set of commands that, while licit when considered in isolation on a single-packet basis, can disrupt the correct behavior of the system when executed in particular operating states. Based on the concept of system knowledge base and system state analysis.</td>
<td>Electrical power grid, Modbus, DNP3 Testbed</td>
</tr>
<tr>
<td>Shosha et al.</td>
<td>2011</td>
<td>Anomaly</td>
<td>Distributed intrusion detection system (DIDS) based on community collaboration between multiple agents of anomaly detectors. Two main detection engines: general network protocol traffic (GNPT) and SCADA specific protocol traffic (SSPT).</td>
<td>ICCP, Modbus, DNP3, IEC 61850 GOOSE Testbed</td>
</tr>
<tr>
<td>Carcano et al.</td>
<td>2011</td>
<td>Critical state based</td>
<td>Based on critical state analysis. Use multidimensional metrics for tracking the evolution of the system, indicating its proximity to the set of predefined critical states. Use PLC. The dataset is made of standard SCADA traffic reflecting normal industrial activities, plus traffic generated by simulating random malicious attacks targeting critical states.</td>
<td>Power plant (boiling water reactor), Modbus TCP [41] Testbed, 15 days experimental data</td>
</tr>
<tr>
<td>Reeves et al.</td>
<td>2012</td>
<td>Anomaly</td>
<td>Operates within the OS kernel to minimize performance overhead. Offers the flexibility to balance detection functionality with the overhead to the system. Detect specific type of control-flow alteration; looks for a certain type of pointer hijacking. Other protection measures are needed at hardware/software level.</td>
<td>Electrical power grid Simulation</td>
</tr>
<tr>
<td>Morris et al.</td>
<td>2012</td>
<td>Anomaly (statistical)</td>
<td>Proposed. Use rules from Quickdraw to validate Modbus RTU/ASCII Snort results. Use Snort and Quickdraw for attack detection.</td>
<td>Gas pipeline distribution, Modbus RTU/ASCII Testbed</td>
</tr>
<tr>
<td>Patel et al.</td>
<td>2013</td>
<td>Hybrid (anomaly, knowledge-base and ontology)</td>
<td>Intelligent collaborative IDPS for smart grid environments. Combination use of SVM, fuzzy model, ontology of network traffic and intrusion.</td>
<td>Smart grid Simulation</td>
</tr>
</tbody>
</table>
One of the common issues in deploying extensive intrusion detection in infrastructure systems is the large number of IDS alerts, many of which are false positive or indicative of low-level and failed threats.

Valdes and Skinner’s work [61] is considered to be one of the early studies that implements sensor correlation in IDS. Three phases are considered in their work: event aggregation, sensor coupling, and meta-alert function. An alert correlation concept proposed by Cuppens and Miege [62] is conceived from this idea and some of the early research in the area with the main objective of creating more accurate and more succinct IDS alerts by reducing the false positive alert messages. In their work, pre- and post-conditions to model dependencies between attacks are implemented.

Unlike the IT system in typical critical infrastructure, IDS need to be reviewed, evaluated, and updated regularly to ensure its effectiveness against attacks. Signatures need to be regularly updated, rules may need to be reviewed as new threats are identified, and requirements change.

5.5 OPEN ISSUES

Mainly due to security and privacy concerns, it is very challenging to find good and adequate real traces of SCADA systems. Researchers often are forced to exploit and modify minimal data in their experiments. There are some efforts to simulate SCADA network traffic such as implementing simple network management protocol (SNMP) models [63]. The early results show that SCADA network traffic has similar characteristics with SNMP traffic. However, the simulated traffic is still far from the original SCADA network traffic, and more thorough and comprehensive research is needed in this area.

A difficulty with research in this area is the lack of an openly available test dataset to compare the performance and accuracy of proposed solutions. This is understandable from the perspective of SCADA system operators due to the sensitive nature of the data. However, for research in the community to progress, such a dataset would be valuable. In addition, because the proposed SCADA-IDS needs to be configured in the initialization stage, security engineers need to understand specific knowledge of SCADA systems, such as communication protocols, field device functions, and application environments; otherwise, the efficiency of implementation in practical scenarios will decrease, and the false positive or false negative alarms will increase.

Rapid development in network technologies, such as increasing network speed or killer applications that implement encrypted network traffic, also creates new challenges that need to be addressed.

5.6 CONCLUSION

The chapter surveys significant works in the field of intrusion detection and prevention systems for critical infrastructure in the past two decades. Motivated by a significant increase in cyber attacks to critical infrastructure, it is clear that critical infrastructure specific IDPS is essential.

Several characteristics are required for next-generation IDPS in order to effectively protect critical infrastructure. A multi-layer approach, various detection techniques, distributed in nature, smart event correlation engines, easy to configure, widely supported by large community, etc. are some of the “must have” characteristics in designing IDPS for critical infrastructure.

There is still a lot of room for further research in the field. While most of the approaches build their IDPS systems as signature based and anomaly based, the rapid development in machine learning, data mining, etc. will boost a hybrid system to dominate the IDPS market for critical infrastructure in the near future.

Furthermore, in order to enhance attack detection, it is useful to think beyond classic IT–based detection approaches that monitor very IT focused parameters. It is possible that attacks may manifest themselves in subtle changes in the operational behavior of the critical infrastructure systems while remaining undetected elsewhere.
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6.1 INTRODUCTION: CYBER ATTACKS ON SMART GRID

In recent years, the power system has faced several cyber-related attacks, which have raised the question regarding the security vulnerabilities and its large-scale impact on the critical power system infrastructure. Some significant issues related to a cyber attack on the power grid are discussed in the following section.

1. In the middle of 2010, a computer worm, Stuxnet, was discovered, which spreads using Windows operating systems and targets Siemens industrial software and equipment to create unstable power system operation [1]. This type of cyber attack based on the intrusion of
a computer virus targeting an industrial power plant introduces new threats to both cyber and physical systems [2].

2. On August 14, 2003, large portions of the midwest and northeast United States and Ontario, Canada, experienced an electric power blackout, which remained for up to four days in some parts by affecting around 50 million people and 61,800 megawatts (MW) of electric load in some parts of the United States [3]. Although this historical large-scale blackout was not directly related to malicious activity of the cyber terrorists, it was caused by a failure in the software program of the cyber system [3].

3. On September 28, 2003, Italy and some parts of Switzerland faced their largest power supply disruption affecting 56 million people in total [3]. This blackout was restored after 18 hours in Italy, resulting in huge financial loss. The blackout happened because of the technical difficulties caused by human error and ineffective communication within the power grid operators.

4. Another large blackout occurred in the southwest of Europe due to human error on November 4, 2006 [3]. Insufficient communication was also an important issue behind the blackout.

5. According to the 2011 annual report of the Repository for Industrial Security Incidents (RISI), around 35% of industrial control system (ICS) security incidents were instigated through the remote access within the cyber system [4,5]. Power and utility sectors faced around 12 cyber security incidents between 2004 to 2008, which is around a 20% increase of this type of cyber incident compared with the previous four years [4]. As ICS and SCADA are playing a vital role in a smart grid infrastructure, the cyber security concern is increasing rapidly.

From the above discussion, it can be seen that some major cyber-physical vulnerabilities of the smart grid are related to the cyber issues. Therefore, smart grid infrastructure security (SGIS) must address the deliberate attacks by the cyber terrorists and industrial espionage, disgruntled employees, user errors, equipment failures, and natural disasters [6]. In order to protect the critical smart grid infrastructure, anomaly detection can play a vital role by identifying malicious data in the network.

The recent incidents related to cyber attacks in a smart grid are discussed in this section, which motivates the power system, communication and computer engineers, and researchers for future research in this challenging area. In Section 6.2, definitions and characteristics of a cyber-physical smart grid are discussed. Different aspects affecting the smart grid security are presented in Section 6.3. In Section 6.4, security requirements of an attack-resilient smart grid are discussed. Some possible smart grid anomalies are described and reviewed in Section 6.5. In Section 6.6, protection techniques of a smart grid from cyber attacks are discussed. Finally, Section 6.7 concludes with references.

6.2 SMART GRID INFRASTRUCTURES

6.2.1 Definition of a Smart Grid

The smart grid concept is evolved to make the power grid more energy efficient and intelligent. According to the US Department of Energy, a smart grid can be defined as:

“Smart grid generally refers to a class of technology people are using to bring utility electricity delivery systems into the 21st century, using computer-based remote control and automation. These systems are made possible by two-way communication technology and computer processing that has been used for decades in other industries. They are beginning to be used on electricity networks, from the power plants and wind farms all the way to the consumers of electricity in homes and businesses. They offer many benefits to utilities and consumers—mostly seen in big improvements in energy efficiency on the electricity grid and in the energy users’ homes and offices.”

Traditionally, a power grid was designed to transport power from the generation plant to the end users. Therefore, the whole power flow pattern was unidirectional, and the control structure
was centralized. In order to take advantage of the advanced technology to control power flow and to mitigate the ever-growing load demand, new communication techniques and distributed energy resources are being incorporated within the physical power system infrastructure. Integration of distributed generations has introduced bidirectional power flows into the grid. Moreover, energy storage devices, plug-in hybrid electric vehicles, and other advanced physical components of the power system have introduced more complexity into the grid. On the other hand, deployment of the communication network (e.g., SCADA system and advanced metering infrastructure) has provided more stability, reliability, flexibility, and efficiency in the operation and control of this complex power system. However, increasingly, the vulnerabilities of the physical system are being exposed due to malicious attacks on the cyber-physical smart grid infrastructure. Therefore, there is a need to identify the smart grid security issues related to cyber security.

6.2.2 **Ideal Functionalities of a Smart Grid**

A smart grid is the modernization of the traditional power grid, which should ideally have some advanced functionalities [7]:

- Self-healing
- Motivates and includes the consumer
- Resists attack
- Increases power quality
- Accommodates all generation and storage options
- Enables electrical markets
- Optimizes assets and operates efficiently

Generally, a power system is a massive and complex system and is very vulnerable in terms of physical or cyber attack. The term “self-healing” signifies the ability of the modern smart grid to recover from a situation and become stable after facing any interruption. According to the European technology platform of the smart grid, a self-healing network not only addresses automated network restoration strategies considering distributed energy resources, but also deals with high-level decentralized control methodologies to prevent blackouts [8]. Another key characteristic of a smart grid is attack resiliency due to the cyber-physical attack of the grid. A power system can be treated as one of the major key public infrastructures. Therefore, damage of any component of the grid may cause enormous loss in terms of a country’s economy and social welfare. It is very important to protect the power grid infrastructure. In a smart grid environment, it is expected that the cyber-physical system would be attack-resilient, which will help to protect the country’s assets and ensure national security.

6.3 **Security Issues of a Cyber-Physical Smart Grid**

In a smart grid, the physical power system and the cyber system of information and communication technologies are highly coupled, which introduces new security concerns [9]. Smart grid security issues need to address new challenges for a reliable, safe, efficient, and stable operation of the grid. It is important to note that current security approaches are either inapplicable, not viable, insufficiently scalable, incompatible, or simply inadequate, which need to be replaced by new and advanced techniques to ensure the security of the highly massive and complex dynamic smart grid environment [9].

A smart grid can be treated as the combination of physical power system components and a cyber system infrastructure, including software, hardware, and communication requirements [10]. In Figure 6.1, a typical smart grid architecture is shown in which power will flow from a bulk generation plant to the end users. On the other hand, information flow will occur in both directions, i.e., at the device level for coordination and among the operators and at the service provider level for efficient and advanced control. Therefore, in a smart grid, both cyber and physical system securities
are crucial, and consideration of security issues in the cyber domain and the physical power system in isolation cannot capture the whole picture. The security issues of a cyber-physical smart grid are composed of the following issues [10]:

1. The physical components of the smart grid
2. Control centers and control applications
3. The cyber infrastructures for smart grid stable, reliable, and efficient operation and planning
4. The correlation between cyber attacks and the resulting physical system impacts
5. The protection measures to mitigate risks from cyber threats

The backbone of a smart grid is the physical power system. In recent days, many new types of load are being introduced in the grid, including plug-in hybrid electric vehicles. Therefore, power demand is increasing rapidly, and the grid is becoming more complex due to the adoption of new technologies. Moreover, green technologies are increasingly used to make the grid more sustainable. These new ideas and technologies are making the grid more complex to analyze. In such a complex cyber-physical smart grid, the resources are coordinated by the control center, which can be considered as the brain of the smart grid. These control centers are interconnected by a bidirectional cyber system, including the communication network, software, and hardware. Consequently, the introduction of new technologies in the grid is making the cyber-physical system more vulnerable to the cyber threats that can degrade the performance of the physical system and even can cause a critical cascading failure of the power grid. The potential risks associated with the cyber-physical smart grid include the following [11]:

1. Increased complexity: The interconnection of new technologies in the grid is introducing greater complexities.
2. Risk of cascading failures: In a smart grid, the cyber system and the physical system are very tightly coupled. Therefore, failure due to a random attack or a targeted attack in either domain may affect the other domain and may lead to potential cascading failures.
3. Increase in potential adversaries: As the number of network nodes increases, the entry points for attackers on the network increase which also introduces potential risks. This is considered to be one of the main reasons why malicious code and related types of attacks and intrusions are also increasing for smart grids.

4. Data privacy issues: In a smart grid, widespread use of intelligent electronic devices (IEDs) have increased the data gathering and two-way information flows extensively, which have introduced the problems related to data confidentiality and intrusions of customer privacy.

### 6.4 SECURITY REQUIREMENTS OF A SMART GRID

The security requirements for a smart grid are different from other critical infrastructures. The security objectives of the smart grid can be classified into three groups that are discussed below [11]:

#### 6.4.1 DATA AVAILABILITY

This requirement of data security is very important and one of the primary objectives to ensure the reliable operation of the smart grid. Generally, availability refers to the “timely and reliable access to the use of information” [11]. However, the time latency of the availability depends on the application as shown in Table 6.1.

#### 6.4.2 DATA INTEGRITY

Data integrity means that the source and quality of the data is known and authenticated. The modification or destruction of original data leads to a loss of data integration. Loss of data integration may occur due to the intrusion in the cyber domain by the attacker or disgruntled employees or by human error. Data integrity problems degrade the reliability of the system, and with the increased system complexity, this problem is rising rapidly.

#### 6.4.3 DATA CONFIDENTIALITY

This security requirement is important for privacy concerns of the end users. Although it has the least impact on the smart grid reliability, importance is increasing with the deployment of advanced metering infrastructure and decentralized control within the grid.

---

**TABLE 6.1**

<table>
<thead>
<tr>
<th>Time Requirements</th>
<th>Data Availability for the Specific Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;= 4 ms</td>
<td>Protective relaying</td>
</tr>
<tr>
<td>Sub seconds</td>
<td>Transmission wide-area situational awareness monitoring</td>
</tr>
<tr>
<td>Seconds</td>
<td>Substation and feeder SCADA data</td>
</tr>
<tr>
<td>Minutes</td>
<td>Monitoring noncritical equipment and some market pricing information</td>
</tr>
<tr>
<td>Hours</td>
<td>Meter reading and longer-term market pricing information</td>
</tr>
<tr>
<td>Days/weeks/months</td>
<td>Collecting long-term data, such as power quality information</td>
</tr>
</tbody>
</table>

6.5 SMART GRID ANOMALIES

6.5.1 ANOMALIES IN THE STATE ESTIMATION PROGRAM

In order to fulfill the ever-growing load demand, it is important to operate the power system at its maximum capacity. For a safe and reliable operation of the power system, operators need to monitor and control the system as it progresses through its various operating states. Different intelligent electronic devices (IEDs), e.g., like the remote terminal units (RTUs) are used to monitor the system states. However, these measurement data may be corrupted by an intruder or affected by noise or may be missing due to the sensor failure. Power system operators need to have confidence about the measurement data. For this reason, state estimation is widely used by the power system operators to calculate the system states. In addition, state estimation algorithms can detect any bad data and provide high-accuracy estimation using limited measurement [12]. The concepts of state estimation for the reliable operation of a power system already exist and have been successfully applied by power companies. In recent years, the importance of the security of state estimation algorithms is increasing with the growing complexity of the smart grid interconnections. In the recent research, it has been shown that the smart grid state estimators are now highly vulnerable to the cyber attacks. From the literature of recent cyber security, analysis of the state estimation program is basically related to a false data injection attack [13–18] and load redistribution attack [19–20]. Both of these types of attacks are data integrity attacks and are discussed next.

6.5.1.1 False Data Injection Attack

During power system operation, state estimation (SE) is important for optimal power flow (OPF) operation, contingency analysis (CA), automatic generator control (AGC), etc. A simple block diagram of a power system control center is shown in Figure 6.2 in which it can be seen that SE plays a vital role for smooth operation of different energy management system (EMS) applications. Basically, OPF, CA, and AGC take the output SE data as an input to make the intelligent decision. For the processing purpose, SE receives data from the SCADA network. Due to the false data injection attack, SCADA sends the SE the wrong information and makes the smart grid vulnerable.

![Control center](image)

**FIGURE 6.2** Energy management system (EMS) working principles. (From Huang, Y. et al., *Communications Magazine, IEEE*, 51, 1, 27, 33, 2013.)
The states in a power system are the complex voltage magnitude and the angles of each bus. If the state vector is $X$, then

$$X = [\delta_1 \delta_2 \delta_3 \ldots \delta_n \ V_1 \ V_2 \ V_3 \ldots \ V_n]^T$$

Generally, the states of the system cannot be obtained directly; therefore, it is important to use the SE to infer the states from the measurement values. However, the measurement values may be noisy, which increases the probability of error. As a result, SE can be traditionally formulated as the weighted least-square criterion below [14]:

$$\min J(x) = \sum_{i=1}^{m} w_i (z_i - h_i(x))^2$$

where, $h(x)$ is the measurement function, which represents the measurement of $z$ and $w$ is the weight. Here, $m$ is the maximum number of the measurement. If there is no error in the measurement, then

$$z_i = h_i(x)$$

otherwise,

$$z_i = h_i(x) + e_i$$

where $e$ represents the error in the measurement. With the deployment of a smart grid, SE is now vulnerable to cyber attack. An intruder can attack on the measurement data of the SCADA system. Therefore, the control center receives the following measured data due to the malicious data attack:

$$z_i = h_i(x) + e_i + \alpha$$

where $\alpha$ is an attack vector. A significant amount of research is performed to prevent the false data intrusion, which can be divided into three categories as below [13].

i. Vulnerability analysis of state estimation
ii. Consequence analysis
iii. Development of countermeasures

The class of false data injection attack in the electric power grid is first presented [14] where the author shows that an unobservable attack can be introduced based on a limited number of meters, which can significantly degrade the performance of the results obtained from the SE [15]. Although a bad data detection technique has been well established in the classical SE algorithm, a malicious data attack is considered as the worst interacting bad data injected by an intruder [15]. A special type of stealth attack is discussed [16] in which the strategies of the defenders and the attackers are also investigated. Authors [17] focus on the economic impact due to the false data injection attack on a real-time market operation of a power grid. In order to protect the grid from the false data injection, the strategic placement of phasor measurement units (PMUs) is discussed [18]. An efficient and accurate anomaly detection technique can be employed considering a nonlinear AC state estimation model to protect the grid from the intruders.

### 6.5.1.2 Load Redistribution Attacks in a Power System

A load redistribution (LR) attack is a sub-class of false data injection attack. ED and OPF are heavily dependent on the output of the SE. Therefore, due to the LR attack, a wrong estimation of the
states may lead to an uneconomical solution and violate the stable operating conditions. Although significant research has been done based on a false data injection attack, a few are performed considering the LR attack model. An LR attack model can be formulated as a bilevel programming problem [19]. This LR attack model has been formulated [19] as below:

$$\sum_d \Delta D_d = 0$$

$$\Delta PL = -SF\cdot KD\cdot \Delta D$$

$$-\tau D_d \leq \Delta D_d \leq \tau D_d$$

The LR attack artificially increases or decreases demand at the load buses although total change of load remains zero as shown in the first equation. SF is the shifting factor matrix, and KD is the bus-load incidence matrix. The attack magnitude of load $\Delta D_d$ is limited within an equality constraint as shown in the last equation. To solve the immediate LR attack problem, the Karush-Kuhn-Tucker (KKT)–based method is proposed [20]. Although the KKT–based method finds the global optimal solution, it is computationally very demanding. The efficiency of the proposed method is increased significantly [19] using Benders decomposition. The concept of the most damaging LR attack is discussed from the attacker’s perspective throughout the research [19,20]; significant contribution is yet to come considering the power grid operator’s or defender’s perspective.

### 6.5.2 Anomalies in the Power System Control Centers (PSCC)

Generally, power system control centers receive information from the sensors using the SCADA network, and it is the responsibility of the control centers to make intelligent decisions. The decision is then sent to the actuators to perform actions on the field devices. A typical power system control loop is presented in Figure 6.3. It is important to note that an adversary can easily exploit vulnerabilities along different steps of the control process of the power system [21]. The attack in the PSCC is related to the data integrity attack in which information is corrupted, denial of service (DoS) attack, de-synchronization, and timing-based attacks [22].

![FIGURE 6.3](image.png)

A typical power system control loop. (From Sridhar, S. et al., *Proceedings of the IEEE*, 100, 1, 210–224, 2012.)
An automatic voltage regulator (AVR) control, governor control (GC), and automatic generation control (AGC) are essential in the generation side of a power system. Generally, the generation is controlled by a local controller (e.g., AVR, GC) or wide area control (e.g., AGC) schemes [21].

6.5.2.1 Attacks on the AGC
In a power system, the load is changing throughout the time. Therefore, the AGC is used to balance the power output from different generation plants [23]. System frequency is monitored to make the decision of balancing the load demand and the generation of a system. In this secondary frequency control loop, both frequency and tie-line power are measured and sent to other devices through wide area communication (e.g., IEC 61850) [21]. For control purposes, a point-to-point communication (e.g., DNP 3.0) is used [21]. As a SCADA telemetry system is used for making the decision of AGC, security issues need to be addressed to ensure a stable and reliable power grid operation.

A reachability framework is developed [24] to evaluate the impact of a two-area power system during a cyber attack. Based on the reachability framework, policy is developed that an attacker can follow to disrupt the power grid. Although the methodology of identification of an AGC attack is proposed [24], protection schemes need to be introduced for ensuring secured operation of AGC.

An approach [25] to develop threat models for control system attacks is proposed. The proposed method [25] is extended to define an attack model for a power system control center by the authors [26]. In that work, two types of attacks are considered, which are “min attack” and “max attack.” The objective of these types of attacks is to manipulate the area control error (ACE) signal. Generally, the ACE is calculated from the difference of the net tie-line power flow to the deviation of frequency output [26]. To measure the actual power output and frequency, sensors are used. During the attack, sensor measured values are manipulated, which directly impacts on the system operating conditions.

6.5.2.2 Attacks on GC
Due to load incremental change of a generator, the electric output power exceeds the mechanical input power, which leads to the speed deviation and frequency fall of the generator [27]. The reduction of generator speed is then detected by a sensor in a governor control system, and necessary control actions are taken to run the generator in a steady-state condition. The GC is highly dependent on the local measurement. However, the modern generator governors use standard communication protocols to correspond information with the operation center [21]. For example, the 800 × A Governor of one leading power and automation expert company ABB makes the use of MODBUS, HART, PROFIBUS, PROFINET, DeviceNet, and IEC 61850 as a standard FieldBus and network communication protocol [28]. Therefore, an adversary can attack the GC system through any access point of the communication system. As the GC plays a vital role for the stable operation of a generator, any cyber attack can cause enormous disruption of the physical system.

6.5.3 Attacks on the FACTS Device
Flexible alternating current transmission system (FACTS) devices make the use of power electronics to stabilize and regulate power flow in a grid. Some applications of the FACTS devices are power flow control, load sharing, voltage regulation, transient stability enhancements, and power system oscillation mitigation [29]. FACTS devices help to utilize the network in a better way by increasing the capacity of the network with optimal power flow. However, optimal power flow of the network cannot be achieved by a single FACTS devise, and therefore, multiple devices need to communicate and cooperate with each other during the operation. Therefore, a communication link is important among the coordinated FACTS devices, which also increase the vulnerabilities to cyber attacks [30]. To face the new challenges, two approaches are proposed [30], which are agent-based management and improved visualization. Improved security policies and procedures need to be addressed to handle the cyber attacks among the coordinated FACTS devices.
6.5.4 Malicious Modification of Network Data Stored in a Database

Both the unauthorized access and malicious code is dangerous for stable power system operation. It has been reported [31] that any of these types of attacks can disrupt the power system operation. To ensure the security of any power system control center, requirements, policies, and regulatory issues are predefined by the NERC, NIST, and DOE [32] in the United States. However, alarmingly it has been shown [31] that any adversary can manage to get access to the network data stored in a database and manipulate the stored data leading to a compromise and failure of the smart grid.

Optimal power flow (OPF) is a widely adopted power system analysis tool used in the control centers for intelligent decision making. The operation of OPF is highly dependent on the network configuration data and the measured data obtained from the SCADA system. The interruption of power system operation due to the malicious modification of the network data stored in a database is discussed [31]. A method based on principle component analysis (PCA) is proposed to detect the anomalies related to this type of attack. The method is successfully applied in IEEE benchmark test systems and has significant impact on false alarm reduction.

6.6 Protecting Smart Grid from Cyber Vulnerabilities

In recent years, the vulnerabilities of the smart grid have increased many times due to the wide adoption of communication networks in different levels of operation and planning of a power grid. To protect the smart grid, it is important to protect the physical grid from the three broad classes of cyber attacks [33] mentioned below.

6.6.1 Protection from Component-Wise Cyber Attack

To protect the smart grid at the device or component level, a security agent based framework has been proposed [32,34]. The security agents should be placed both in field devices (e.g., IEDs) and at the substation level (e.g., RTUs) as shown in Figure 6.4. Some key functions of security agents described [32] are the following:

1. Collecting network traffic patterns and traffic data analyzing
2. Maintaining data log and reporting
3. Run security patches and intrusion detection algorithms
4. Maintain end-to-end security
5. Alarm management

To protect the smart grid control system component, an anomaly detection technique has been proposed [35,36]. In this research, a rough classification algorithm has been used to detect the anomaly for improving the security of power system control centers in the electric power system critical infrastructure. During the security analysis, authors have considered two operation modes (the normal and the abnormal operation mode) of the smart grid. The rough classification algorithm is used for data reduction that enhances the performance of anomaly detection by introducing a compact set of knowledge-based rules. To protect the critical power system infrastructure, a comprehensive framework has been developed [37]. In this work, SCADA security has been investigated considering real-time monitoring, anomaly detection, impact analysis, and implementing mitigation strategies as shown in Figure 6.5. In order to protect the relay from the false data attack, a probabilistic neural network based approach has been proposed in [38].

As smart meters and PMUs are vulnerable to cyber attacks, several research studies have been undertaken to learn about the security of the smart meters and PMUs. A strategic placement method of PMU components has been developed [18]. The requirements and architectural directions of the IDS for smart meters are discussed [39] in which a specification-based IDS is used. In the case of
AMI security, specification-based IDS shows its superiority over the signature-based and anomaly-based detection techniques due to the following [39]:

a. A greater accuracy of specification-based IDS in AMI applications.
b. The signature-based IDS makes use of a black list approach, which needs an attack data set. In terms of AMI, it is difficult to prepare an empirical attack data set.
c. The development of specification-based IDS for AMI is cost effective.

### 6.6.2 Protection from Protocol-Wise Cyber Attack

SCADA is widely used in critical power system infrastructure. In case of multiple stakeholders, sometimes authentication, encryption, and firewalls may not mitigate the security issues in a large SCADA network [40]. Moreover, focusing securing issues considering only the SCADA network as a single entity will not solve the problem, and therefore, it is important to ensure the cyber security of the individual devices in the network [40]. Different communication protocols are used among the SCADA devices for successful automation and operation of a smart grid. The evolution of the proprietary and industrial SCADA protocols started in the early 1980s when Modbus, Modbus Plus, and proprietary and vendor-specific protocols were first developed [41]. The distributed networking protocol (DNP) first appeared in 1990 by Westronic, Inc., as an open protocol. The DNP3 protocol is based on the IEC 60870-5 protocol. Although the DNP3 protocol is designed for reliable data communication, it is still vulnerable to cyber attack. Therefore, a rule-based data set security for DNP3 devices is proposed in [40] to protect the smart grid from cyber terrorists. For simulating
protocol attack, a SCADA simulation framework is developed in [42] in which attack on a Modbus protocol is illustrated. Guidelines and the best practices for the development of smart grid protocols considering design principles are discussed [43].

### 6.6.3 Protection from Topology-Wise Cyber Attacks

A smart grid is also vulnerable to topology-wise cyber attacks. For example, based on the knowledge of the power system topologies, an intruder may attack the bad data detection algorithms of the current state estimators [44]. Another topology-based cyber attack is proposed [45], in which an attack on the electric circuit breaker will cause the isolation of the generation units from the power grid. It has been shown [46] that a cyber attack on confidentiality with proper topological knowledge can lead to an integrity and availability attack. Therefore, an information flow security-based model is proposed for mitigating these security issues. An optimum interlink placement strategy [47] against random attacks in the cyber-physical network is proposed, which demonstrates that the strategy ensures better security compared with all other possible strategies, including strategies using random allocation and unidirectional interlinks and in the case when the topology of the cyber and physical networks are unknown to each other.

### 6.7 Security Issues for Future Smart Grid

To make the grid smarter, significant initiatives are taken throughout the world. These measures will not only modernize the grid but also improve the overall system efficiency, stability, and obviously...
reliability. But security issues must be maintained to ensure the uninterrupted power supply to the end users and to protect the national electricity grid from terrorist attacks. It is important to mention that a properly designed defense framework against cyber attack should address all aspects related to the cyber-crime in a complex cyber-physical electricity grid infrastructure. That means, not only should targeted cyber attack be considered, but also, unintentional ICT-related anomalies should be addressed, e.g., human operator errors, software errors, equipment failures, and obviously natural disaster-related problems.

In the process of making the power grid smarter, more automated control is being introduced in the grid. The risk of cyber attack will increase as the grid becomes more automated. Especially, control centers are the main target by the cyber terrorists. Energy utilities are applying advanced techniques and cyber security plans to avoid cyber attacks. Advanced intrusion detection and prevention techniques can be implemented in different entry points of the complex grid. Security management systems are being implemented in different utilities. Energy providers are also adopting different risk-management strategies and defense approaches against cyber attack.

It is obvious that the smart grid is providing lots of benefits, including energy-efficient smart homes, greener technology such as solar and wind, cost-effective demand-side management, smart charging stations for electric cars, and so on. In order to ensure these benefits, smart grid security measures must be maintained.

6.8 CONCLUSIONS

In recent years, the numbers of cyber attacks are increasing rapidly. The intelligent cyber terrorists with detailed and advanced power system knowledge may be able to create an integrity, availability, or confidentiality attack on the network. Protection of a smart grid from cyber attack is not only a concern of the engineers, researchers, and the utility operators; it is also the responsibility of the government to ensure the security of this national critical infrastructure.

This chapter is written for the general readers so that they could be able to easily grasp some of the concepts in the area of cyber security for a smart grid. At the beginning, a brief overview of smart grids and some recent cyber security incidents of this critical infrastructure are discussed. The key security requirements of a smart grid, which are availability, integrity, and confidentiality, are also discussed. Based on the existing research, an overview of smart grid anomalies is discussed thoroughly. The protection frameworks of a smart grid against component-wise, protocol-wise, and topology-wise cyber attacks are also reviewed in this chapter.

Cyber security is very crucial for the reliable and secured operation of a critical smart grid infrastructure. At present, only bad data detection (BDD) algorithms are used for data security in the state estimation. However, an adversary can attack the cyber-physical grid through any of the entry points of the cyber system and impact direly on the physical assets. For enhanced smart grid reliability and security, intrusion detection algorithms should be placed throughout the system.
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7.1 INTRODUCTION

Cyber-physical systems (CPS) are increasingly becoming vital to modernizing the national critical infrastructure systems, ranging from health care, transportation, and energy to homeland security and national defense. Advances in cyber-controlled systems are needed to help improve their current capabilities as well as their adaptability, automaticity, efficiency, reliability, safety, and usability.
CPS come with large-scale heterogeneous compositions of interacting cyber and physical devices with differing capabilities and requirements.

Due to the proliferation of increasingly sophisticated cyber threats with exponentially destructive effects, intrusion and attack detection/resolution (IADR) systems must systematically evolve their detection, understanding, attribution, and mitigation capabilities. Unfortunately, most of the current IADR systems fall short of adequately providing defense services while maintaining operational continuity and stability of the target of defense (ToD) in the presence of advanced persistent attacks.

CPS attacks usually target valuable infrastructure assets, taking advantage of potential weaknesses in their defense systems. Such weaknesses might arise from the exponential increase in the volume of information flowing between cyber and physical processes that exceeds the analysis and investigation capabilities of the current IADR systems [1,2]. Further, most of these defense systems use uncoordinated combinations of disparate tools to provide detection and resolution services for the ToD components. Such isolation and lack of awareness of and cooperation between these tools may lead to massive resource waste due to unnecessary redundancy and potential conflicts that can be utilized by a resourceful attacker to penetrate the system. An adversary might induce such conflicts to facilitate system penetration. These ad hoc mixtures of security tools have negative impacts not only on security aspects, but also on related system qualities such as performance, management, and resilience.

Recent research argued against the suitability of the current IADR solutions to CPS environments [1,2]. We assert the need for new IADR platforms that efficiently coordinate defense missions and tools in real time with the following goals:

- Achieve asymmetric advantage to CPS defenders, prohibitively increasing the cost for attackers
- Ensure resilient operations in the presence of persistent and evolving attacks and failures
- Facilitate defense alliances, effectively and efficiently diffusing defense intelligence and operations transcending organizational boundaries

We surmise that CPS defense solutions should comprehensively address these goals in order to present a CPS-ready defense solution. These solutions should enable self and situation awareness, a resilient adaptive defense, and cooperative autonomous control and sharing among cooperating organizations without violating their individual privacy policy. Enabling such features makes it possible to successfully provide defense services to mission-critical heterogeneously composed systems such as CPS while maintaining the operation timeliness and stability in the presence of persistent attacks. In this chapter, we list the latest advances available to support the aforementioned aspects illustrating their capabilities and limitations. This chapter focuses on solutions supporting design time self-defense and intrinsic component resilience against attacks and failures and the available mechanisms to provide operation-time defense services. Additionally, the chapter presents a quick overview of the CARD (cooperative autonomous resilient defenses) realized as a CPS-ready defense cloud under the name CyPhyCARD [3]. CyPhyCARD is designed to comprehensively address the aforementioned limitations offering an evolutionary cyber and CPS IADR system. The presented defense platform, termed CyPhyCARD (cooperative autonomous resilient defenses for cyber-physical systems), is a biologically inspired, distributed, dynamically configurable, runtime programmable platform that manages a large number of cyber and physical resources and service upon which evolutionary defenses can be built to protect participant CPS applications. CyPhyCARD presents a unified defense platform to monitor, manage, and control the heterogeneous composition of ToD components. CyPhyCARD relies on three interrelated pillars to construct its defense platform. CyPhyCARD comprehensively unifies the efforts of the constructing pillars building a large scale, intrinsically resilient, self- and situation-aware, cooperative, and autonomous IADR cloud that provides adequate, prompt, and pervasive defense services for large-scale, heterogeneously composed platforms such as CPS.
CyPhyCARD pillars are the following:

- CyberX, an autonomous management platform for CyPhyCARD’s cell oriented architecture–(COA) based foundation. CyberX enables application elasticity and autonomic adaptation to changes by runtime diversity employment, enhances the application resilience against attacks and failures by multimodal recovery mechanism, and enables unified application execution on heterogeneously composed platforms by a smart employment of a fine-grained environment-virtualization technology.
- ChameleonSoft encrypts software execution behavior by smart employment of multidimensional runtime diversity across time, space, and platform heterogeneity, inducing a trace-resistant, moving-target defense that works on securing the CyPhyCARD platform against software attacks.
- Evolutionary sensory system (EvoSense) realizing a pervasive, intrinsically resilient, situation-aware sense and response system to seamlessly effect a biological immune system such as defense. EvoSense acts as a middle layer between the defense service provider(s) and the target of defense (ToD) creating a uniform defense interface that hides the ToD’s scale and heterogeneity concerns from defense-provisioning management.

CyPhyCARD was extensively evaluated both qualitatively and quantitatively [3]. The efficacy of the presented approach is assessed qualitatively, through a complex synthetic CPS attack scenario. In addition to the presented scenario, multiple prototype packages were devised for each pillar to assess their applicability in real execution environment and applications. The efficacy and the efficiency of the presented approach were comprehensively assessed quantitatively by a set of custom-made simulation packages simulating each CyPhyCARD pillar for performance and security evaluation. The evaluation illustrated the success of CyPhyCARD and its constructing pillars to efficiently and effectively achieve its design objective with reasonable overhead. In this chapter, we will only present a brief version of the qualitative evolution of CyPhyCARD, and more details can be found [3].

### 7.1.1 THE BLACKWIDOW ATTACK SCENARIO

To motivate our research, throughout the remainder of this chapter, we will be referring to the following working scenario depicting a hypothetical CPS attack named the BlackWidow attack. The name came from the similarity between the operational characteristics and the destructive effect of the attack and the deadly Black Widow spider.

**Definition:** The BlackWidow malware (BlackWidow for short) is our synthetic experimental attack that is designed to split into a set of code parts and spread in different directions and locations to decrease the probability of detection. The distribution of parts and the interconnection between the parts in different hosts weave a large web. This web is bidirectionally traversed to send any harvested data from the attacked target and to update the malware with new tools and missions. The BW is designed to be as generic as possible; it is not oriented to any specific application. BW exploits system weak points “Ex, zero day exploits” to penetrate the system to spread its initial web seeds that will help in constructing the whole web. By constructing the BW web, the attacker can start to direct the BW toward its designated mission based on the attacker target. These directions might be remotely assigned through the Internet or preprogrammed in Internet-inaccessible locations.

#### 7.1.1.1 Attacker Possible Goals

- Espionage “stealing secrets as a first wave to be used to construct the second wave”
- Take control of organization’s property for one’s own gain
- Physical property manipulation
7.1.1.2 Attacker Tools and Capabilities

- Zero-day system exploits
- Social engineering methods to recruit insider agents via social networks
- Well trained and funded attackers
- Stolen certificates and digital keys
- Small lab to mimic the attacked system and its defense system

7.1.2 Design Aspects

The attack is designed to be stealthy by hiding from the defense system sensors searching for attack signatures. The attack will target an intermediate host machine that will contain the worm and command and control channel communications.

In order to do so, the worm is designed to not harm the host or change any of its settings that might raise the anti-malware (AM) alerts. The malware will use minimal resources and will work in a very slow fashion not to alert the network defense systems by its existence.

The only way to detect this malware is through deep analysis of the logs of all the communicating nodes, which is computationally very costly to the current systems that share the same host machines. Further, in order to deeply analyze and correlate strange communications patterns spreading all over the network, a global view for all the communicating entities within the network will be needed.

The malware is equipped with a self-destruct timer that automatically resets upon successful communication with the attacker. The self-destructive code adds to the sophistication of the attack that removes any traces of the worm and attacker actions while inflicting damage to the target resources as a last resort.

The worm is later updated to use stolen digital certificates to authenticate its existence in the host machine in the form of drivers.

The malware is intended to be targeted, but due to the intentionally random deployment method, the code works in two modes as follows: (1) benign mode in which the malware infects other machines that do not belong to the target space. The machines might be used later in case of target change or as a base for future attacks. And (2) malicious mode, in which the worm works only on the target host systems. The attacker feedback can determine the mode. The default will be benign unless the attacker changes that or predetermined targets have been programmed.

7.1.3 Commercial Security Example

7.1.3.1 Attack-Specific Goals

- Operation disruption to cause losses
- Launch same (low-cost) attack on competitors to maximize gain

7.1.3.2 Attack Procedure (on Air-Gapped Target)

The attacker uses a phishing attack that targets users’ emails and social network personal pages. The attacker uses social networks as a source of information to generate more convincing phishing emails. These emails will be directed from one of the closely related contacts to the victim (Figure 7.1).

The attacker selects a group of employees working in different branches of ABC. These branches are distributed in various geographical locations, and the victims that will be the malware couriers have no direct relationship with each other. This will increase the chance of the attack’s success in the case that the same phishing technique is used with different targets. The BW is programmed to search the user network for connected computers; then it starts using one of the zero days exploits to clone itself into these computers.

The attack victims will receive parts of the malware. Each of these parts will contain a fraction of the designated mission and a simple communication module. The communications module will
be used to open a direct channel with the attacker and to search and establish communication with other parts. Directions to other parts’ locations might be sent by the attacker to minimize the search time.

The attacker uses malware fractions to construct logical executable entities in the form of mobile software agents targeting different objectives. The first objective will be to search and infiltrate the network for data stores. The malware will sniff network traffic searching for predetermined signatures for such locations. The second objective will be to attack such data stores using the zero day exploits and the stolen certificates to locate targeted industrial secrets and any available access keys to the protected area behind the air gap. The malware will frequently update the attacker on its findings based on a predetermined update methodology. After successful reception of this data, the attacker will use it to generate legitimate keys to access the air gap.

The attacker will use the malware to locate the workstations controlling the surveillance cameras. In locations with no surveillance cameras, the malware might use any available user-connected web cameras. The malware will record periodic video feeds to be sent to the attacker. These videos with the help of the attacker-generated access keys will guide a recruited insider into infecting the air gap with a copy of the BlackWidow.

The malware controlling the video cameras will make sure that this process will not be recorded on any of the cameras to protect the recruited insider.

The air gap malware is programmed to increase the operational hours of certain machines that use specific raw materials manufactured by XYZ to increase XYZ profits. The malware can easily identify such machines by searching a predetermined fixed identifier that must be added to all the programming files targeting such machines. Further, the attacker will use the stolen secrets and designs to equip the malware with the needed logic to randomly manipulate the operational motors frequency in the production machines to induce random defects in the output products to lower its quality. Doing so shall cause multiple financial problems to ABC. XYZ shall benefit from ABC’s loss due to its low-quality products. Additionally XYZ will maliciously gain both financially and more control over ABC’s production lines by, for example, carefully adjusting the amount of consumed and supplied raw materials.

We will revisit this scenario again to illustrate how CyPhyCARD invalidates the attack design invariants and attacker assumptions.

The remainder of the chapter is organized as follows: Section 7.2 illustrates the CPS defense provisioning landscape; Section 7.3 presents details about the CARD concept realized by the
CyPhyCARD defense cloud; Section 7.4 presents a brief qualitative evaluation of CyPhyCARD; and finally, Section 5 concludes the chapter.

7.2 CPS DEFENSE PROVISIONING LANDSCAPE

7.2.1 Overview

CPS IADR solutions’ main objective is to enable efficient, resilient, pervasive and prompt attack detection and resolution for heterogeneously composed targets. Doing so entails utilizing a hydride mixture of technologies that can work together to support one or more of these objectives. Figure 7.2 illustrates the landscape of CPS defense provisioning classified into two main classes, design time defense and operation time defense.

7.2.2 Design Time Defense

Design time defense class describes the contemporary approaches addressing the idea of building an intrinsically resilient product that insures safe execution in the presence of attacks. This class includes a design time defense mechanism to block certain attack categories and techniques built for fault tolerance, minimizing the cost of successful attacks.

In the following subsections, we list the variant efforts presented by the current literature focusing on techniques utilized toward building attack-resilient software products.

7.2.2.1 Attack/Failure Resilient Software

7.2.2.1.1 Elastic Software Design: Software Modularization

Design time security can be effectively realized through enabling elastic, dynamic, and adaptable software products with intrinsic support for situation- and context-aware fault tolerances. Currently, software products depend mostly on static or partially dynamic architectures in which data, logic, and/or physical resources are primarily tightly coupled. Multiple attempts have been presented in the literature to partially decouple these design concerns through what is termed as application modularization.

The CyberX managed cell oriented architecture (COA) [4] is the first architecture to separate the main design concerns through an intelligent modularization of the application into a set of cells. The entire application is presented as an organism modularized into a set of cells [3]. Later in this section, we will briefly describe the COA, and further details can be found [4]. There are other techniques in the literature that worked on application modularization for different objectives. We
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will illustrate the main approaches working toward modularizing applications into compostable components that can adapt to certain aspects.

COA modularizes the application in terms of cells, service-oriented architecture (SOA) modularizes the application in terms of services, object-oriented architecture (OOA) modularizes the application in terms of objects, and aspect-oriented architecture (AsOA) modularizes the application in terms of aspects “quality attributes.” [7–10]. An application module is sometimes called components. OOA, AsOA, or SOA modularize software systems into a set of components [11].

Component-oriented design was introduced to create independent entities for different modules in a software application [11]. “Define a software component as unit of composition with contractually specified interfaces and explicit context dependencies only.”

Generally speaking, a component can be represented as a closed composable box reflecting certain functionality and behavior at runtime and with interfacing capability through clearly defined inputs and outputs [10]. The component can communicate with other components and the surrounding environment through such interface. A clear characterization for the component was defined [11].

Several versions of the component modularization were presented industry-wise and as a research work, for example, the COM [12] from Microsoft, the EJB specification from SUN [13], CORBA [14] from the OMG, etc. Additionally the work presented such as Fractal [15], SOFA [16], etc. is a good research work related to software modularization. Fractal was one of the approaches that enabled the component to modify its internal structure during the execution. The program architecture can be modified at runtime enabling the application to dynamically change at runtime.

Unfortunately none of these solutions except for CyberX COA considered the real meaning of adaptation to changes at the application or the infrastructure level. More details about the conventional software modularization architectures and CyberX COA is presented in the next section. CyberX COA is described in further depth later in this section.

7.2.2.1.1.1 Modularized Software Architectures Aspect-oriented software architecture (AsOA) is one of the well-known software modularization architectures. AsOS refers to a set of emerging mechanisms that defines methods of modularizing software systems [10]. The concept of modularization started with Parnas in the 1970s [11]. Parnas defined modularization as the process of isolating and localization of quality attribute objectives. A quality attribute objective can represent any interest that the developers might care for about a system. Quality attribute objectives can include high-level objectives, such as security, robustness, or reliability. Low-level quality attribute objectives represent technical aspects such as caching and synchronization [15].

Separating such quality attribute objectives enabled programmers to focus on small modules, which improved the overall application quality and minimized the chance of failure due to attacks or design faults.

Separation of quality attribute objectives is an efficient way for software designers to effectively split the application objective or the problem that the application is designed to solve into multiple isolated modules that target specific quality attribute objectives.

Object-oriented programming (OOP), for example, is one of the techniques that works on the concept of quality attribute objective separation by fractionizing the entire application into a set of objects that targets specific functional quality attributes [16].

Aspect-oriented programming was defined in 1996 by Kickzales and his group at the Xerox PARC research center [15]. It was an enhanced version of the OOP to complement it in order to obtain applications that are clearer and better structured [17].

Service-oriented architecture (SOA) is a standard to design software applications based on services that interact with each other. Authors [18] define SOA as “a paradigm for dealing with business processes distributed over a large landscape of existing and new heterogeneous systems that are under the control of different owners.” SOA aims at facing several challenges such as interoperability and heterogeneity. Heterogeneity refers to variation of resources and geographical location of the service provider, consumer, system developers, and owners.
SOA as a standard does not apply to a specific technology. The most mutual application example of SOA is Web services [10,19]. Web services are a way to establish a SOA solution by using a specific implementation strategy.

**The service component architecture (SCA)** was developed as a more established version of the SOA. SCA provides a platform to achieve delivery, support, and management of distributed applications compliant with the rules of SOA [20]. SCA utilizes software components to devise services.

SCA is a set of specifications defining a formal method for developing an application using SOA. It is endorsed by many well-known software manufacturers, including IBM, Oracle IONA, BEA, SAP, TIBCO, and Sun.

SCA highlights the decoupling of service employment and of service assembly from the details of infrastructure abilities and from the details of the access methods used to invoke services [10].

The SCA specification supports service implementations designed via many programming languages, including declarative languages, such as XQuery and SQL. SCA also supports many programming styles, including asynchronous and message-oriented styles, in addition to the synchronous call-and-return style [20]. Also it includes object-oriented and procedural languages, such as Java, PHP, C++, COBOL, and XML-centric languages, such as BPEL and XSLT.

Attempts were presented toward enabling software re-programmability and dynamic elasticity. Agent-oriented architecture (AOA) utilized autonomic building blocks, and SOA and OOA used nonautonomic components. Using autonomic building blocks facilitated supporting nondeterministic behavior change in AOA by explicit use of soft computing [21]. However, supporting online composability is not clear in AOA while in OAA and SOA it is enabled either by aggregation [22] or by service composition [23].

**The cell-oriented architecture (COA)**, is a unique architecture, as it comprehensively supports intrinsic separation of design concerns needed for enabling runtime re-programmability, intrinsic autonomic online composability, and dynamic software adaptation and elasticity.

The cell is the basic building block in COA. The COA cell is inspired from the biological cell in its independent, generic, composable construction. A COA cell is an abstraction of a mission-oriented autonomous active resource. Generic cells, termed stem cells, are seamlessly created by the host-side middleware or the COA cell DNA (CCDNA). Further, they participate in emerging tasks through a process called specialization. The CCDNA is a middleware program that allows a physical workstation to host cells and facilitates cell physical resource allocation and management.

Applications built over COA can be envisioned as a group of cooperating roles representing mission objectives. The term “organism” is used to represent a role player that performs a dedicated mission. An organism might be composed of a single or multiple cells based on its objectives. Figure 7.3 illustrates the different components of the COA.

Conceptually, the cell is the smallest active resource in a distributed computing platform. Cells are intelligent and independent, autonomous, single-application capsules, a “sandbox” that acquires, on the fly, application-specific functionality in the form of an executable code variant, “The specialization process.” Cells act as a simple virtualization environment isolating the executable logic from the underlying physical resources. The cell is dynamically composable into larger structure “organisms” representing complex multi-tasking applications.

The COA cell separates logic from physical resource management by constructing an intelligently managed, elastic, thin virtualization layer between the application and the underlying physical resources. Such construction facilitates unifying the execution platform for distributed applications regardless of the configuration of the host platform. Unifying the execution environment waives the load of the building platform/OS-specific application for each targeted platform. In addition, the maintainability issues are divided between the developer and the technology owner. Software developers are concerned with maintaining the application itself while the technology owner is responsible for maintaining the execution platform. Partially elastic virtualization approaches were presented for loosening the bond between physical and logical resources, in which applications are
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partially compiled at the production phase to be executed over a virtual machine host [7,11]. These techniques can be used to build a uniform execution environment for distributed applications. However, these approaches presented static elasticity and partial separation of design concerns. They did not separate data from logic and physical resources. Such separation is a key enabler for supporting intrinsic fault-tolerance, live-mobilization, and runtime adaptation to a frequently changing execution environment. These features are of extreme importance for diversity application as presented in the next subsections.

7.2.2.2 Diversity Employment Toward Resilient and Efficient Execution

Software diversity has a long history of research work in the field of software security and fault tolerance dating back to the 1970s [7]. Component diversity was investigated in Genesis [16], in which the idea of providing both design diversity in the form of multiple variants representing different designs of the same specification as well as data diversity were proposed. A compiler-guided code variance approach [24] aimed to present automated massive-scale software diversity by the help of automated variant generation and utilizing multicore platforms. More advanced diversity employment approaches with the objective of anomaly detection through detecting flow deviation but with fewer constraints were presented [25,26]. A major drawback of such solutions is the need for virtualizing every input to the whole set of executing variants at the same logical point to be able to detect the abnormal deviation of the execution flow.

Utilizing runtime hot shuffling of software variants for quality attribute hot manipulation was first investigated by the ChameleonSoft software behavior encryption approach [5]. Diversity application entails a high chance of failure [27]. One of the unique features presented by this solution is the intrinsic support for failure recovery. ChameleonSoft is a comprehensive solution that provides an elastic, autonomous, resilient, situation-aware platform targeting different quality attributes while dynamically shuffling its software components to suit changes in the surroundings. The following subsections introduce more details about the variant techniques for diversity employment for different objectives.

7.2.2.2.1 Design Time Diversity

Basically, software diversity was presented as multiple independent solutions as a security measure and for fault tolerance. The realization software diversity was presented through the development of multiple independent versions of a program by different teams using different languages [7]. The main goal behind this approach was to increase the attacker’s confusion by changing the behavior
of the software, which will make system exploitation harder. They expected that at any given time the majority of these versions would be working correctly [7,8].

Some research work showed that there is a high probability that a multivariant software approach might face many coincidental failures [9,28]. On the contrary, other research work suggested that from the cost and the reliability point of view, the multivariant approach is much better than the one “good” version, especially in mission-critical applications in which the cost of failure could be very high [29].

Design time diversity aims to devise the same software in multiple designs to diversify the software product [32,33]; the objective was to defeat the mono culture of software development and to increase the attacker search space for vulnerabilities. Different techniques [30,31] were designed to automate inducing light changes in the software product at development time. The basic idea is that the diverse software replicas maintain the same functionality but differ only in their implementation details.

The main problem facing these approaches is the fact that they are static, and they can easily be predicted by runtime analyzers working on the attacker-targeted field of operations.

7.2.2.2.2 Load Time Diversity

System call randomization is a good mitigation mechanism against a wide set of code injection attacks; it aims to randomize the mapping of system calls [24]. The attacker mission to counterfeit such defense relies on guessing the system call numbers. The main issue is that the realization of this technique requires kernel recompilation with the new randomized system call mapping, and it necessitates that the binaries are rewritten to reflect the new system calls. These requirements invalidate such an approach in addition to the fact that static redesign of the kernel is a very complicated task [10]. Even with dynamic instrumentation [15], it is still considered impractical due to the excessive overhead. Additionally, it is a static solution that works only against one class of attacks and is not valid for other classes of attacks.

Pointer randomization: This approach works on randomizing the stored pointer representation values. The work presented [24] is a good example of such a mechanism. The authors perform an XOR operation on the pointer values with a random integer mask that gets generated at the boot strap time. This mechanism works on mitigating attacks targeting corruption of pointer values. Attackers trying to mitigate such an attack have to guess the value of the random integer mask used at bootstrap time to devise the desired pointer value for corruption. The main disadvantage of such a solution is that it is static randomization. The values remain the same after bootstrapping and can be analyzed or guessed by the attacker with tools working on the same host especially for long-lived applications. Additionally, it works only with one class of attacks. Attacks such as buffer overflow, for example, cannot be mitigated with such a mechanism. Further, it is useless with languages that do not provide an accurate type of information or languages working with untyped buffers. With such languages, the corresponding pointer value(s) cannot be protected.

Address space layout randomization is one of the most successful and most commonly used mechanisms in many operating systems. Multiple implementations were presented to realize address space layout randomization [34–36]. These approaches focused on randomizing the base address of memory sections. It works fine with some attack classes such as buffer overflow attacks while it shares the same problem of static diversity approaches. These mechanisms provide static diversity that can be detected by a resourceful attacker with tools executing on the same machine running the targeted software.

7.2.2.2.3 Runtime Diversity

Diversity has been realized in various ways. Some work presented it in the form of a confusion induction paradigm [37,38] in which diversity is used to confuse the attack in order to complicate the attack process. An example for leveraging diversity for confusion induction is presented in the form of a load-time binary transformation as the one mentioned before and the one presented in [39]. Others presented a different solution for diversity realization based on virtual machines called “private machine architecture” [40]. They used randomization to promote heterogeneity at the machine level aiming to increase the cost of broad-based binary attacks. Moreover, some
commercial operating systems realized the ideas of operating system randomization [41,42]. System call mappings, global library entry points, and stack placement randomization were used to induce diversity as a mitigation for buffer overflow attacks.

Component diversity was investigated in Genesis [31], in which the idea of providing both design diversity in the form of multiple variants representing different designs of the same specification as well as data diversity were proposed. Data diversity uses multiple copies of a single implementation operating on different data inputs but yielding the same desired results.

Massive-scale software diversity was presented with the help of automated variant generation and utilizing multicourse platforms. A compiler-guided code variance approach aims to present such automation [37]. A realization of this massive-scale software diversity approach for the purpose of detecting anomalies by replicated execution was first presented [24,43,44]; they mixed diversity with parallelism and check pointing. They execute different variants of a program in a multicore environment while monitoring any deviation in the program flow to issue an intrusion alert.

A major drawback of existing solutions is the need for virtualizing every input to the whole set of executing variants at the same logical point to be able to detect the abnormal deviation of the execution flow. More advanced approaches with the objective of anomaly detection through detecting flow deviation but with fewer constraints were presented [25,45–47].

These approaches generally apply different types of diversity mainly for reliability by replication or for intrusion detection by program flow deviation detection at runtime. Utilizing runtime hot shuffling of software variants for behavior encryption was first investigated by ChameleonSoft [5]. Furthermore, these solutions used diversity to target specific quality attributes. Failure recovery mechanisms were not investigated as most of these solutions presented static diversity with a low probability of failure. Another drawback of these solutions is the massive use of resources to realize diversity using heavy virtualization techniques and multicore or multiprocessor platforms. ChameleonSoft is one of those mechanisms that were designed to support legacy systems with limited resources. It can dynamically tailor its tasks to suit the dynamic change in resource availability.

ChameleonSoft is a diversity-based defense mechanism against software attacks. ChameleonSoft is founded over a cell-oriented architecture (COA)–based infrastructure managed by CyberX [4]. The elastic foundation of cells facilitating online programmability, hot code swapping, and automated recovery enabled what was termed as “ChameleonSoft Behavior Encryption (or CBE)” akin to message encryption.

CBE applies spatiotemporal diversity in a way that makes the attack target in continual random motion evading attackers. CBE leverages the COA intrinsic separation of concerns to realize temporal and spatial diversity. Temporal diversity is applied by shuffling multiple functionally equivalent, behaviorally different software variants at runtime. In addition, CBE realizes spatial diversity by enabling runtime seamless migration of cells from one physical host node to another. The goal behind that is to hide the potentially targeted software flaws that might be used to penetrate the system.

CyberX divides the missions of a huge software program into smaller tasks. Each of these tasks is assigned to one or more cells executing sets of similar function and different-behavior executable variants. These sets might have different objectives targeting different quality attributes. Reliability, performance, robustness, and mobility are examples of such attributes. ChameleonSoft shuffles variants and sets to induce diversity. The scope of diversity application extends beyond security goals to the other quality attributes. The system might shuffle to a variant that aims at high system performance in highly loaded but low security–risk situations. Alternatively, the system would resort to a higher security, perhaps lower performance, variant in higher risk situations.

Researchers [48] mentioned that multivariant systems without appropriate recovery mechanisms might face a larger amount of coincidental failures. ChameleonSoft relies on a CyberX autonomous recovery system to handle any coincidental failures that might occur due to diversity application. Such support increases the system resilience against international and unintentional failures.

ChameleonSoft autonomously and seamlessly changes the shuffling policy at runtime to suit the continual dynamic changes of the surroundings. Figure 7.4 illustrates ChameleonSoft’s reliable
behavior encryption realized through smart employment of online configurability, multidimensional diversity, and automated recovery managed by ChameleonSoft and CyberX.

Design time defense class represents a promising trend in complicating the attack process, especially those targeting running software-based products. Design time defense solutions are mostly proactive solutions working on minimizing the chance of successful attacks. The next subsections describe another defense class that includes solutions working on securing running applications at the time of operation. As presented later, in order to insure system resilience against sophisticated attacks and threats, modern defense solutions utilize hybrid mixtures of techniques from the two classes.

7.2.3 Operation Time Defense

Operation time defense class describes conventional defense services provisioned at time of operation. This class includes either detection/prediction or resolution/prevention techniques. Attack detection/prediction mechanisms are prerequisite for resolution or prevention. There is no resolution or prevention unless you are fully aware of the attack aspects, entry points, and pattern of dispersion. The monitoring and analysis mechanisms are major players in this game. The following subsections list the variant mechanisms available for attack detection/prediction focusing on the latest advances in the field of cyber and cyber physical systems monitoring and analysis techniques.

7.2.3.1 Cyber and CPS Monitoring and Evaluation Solutions

Defense services for CPS are highly dependent on the promptness and accuracy of the monitoring and analysis (M&A) mechanisms employed. Traditional M&A approaches do not treat sensing and effecting for cyber components and physical components seamlessly. The current M&A mechanisms were designed based on a set of assumptions that unintentionally neglect the real-time interaction and the tight coupling between these converging components. The assumption was that physical components were protected by isolation and parameter defense while real-time response was not a primary factor for cyber components. Further, they assumed that there is no need to employ privacy preservation techniques as the target of defense (ToD) privacy is implicitly protected by the cyber and physical parameter defense. Additionally, they assumed that resource heterogeneity and scale could still be resolved by a distributed set of heterogeneous, pre-deployed, platform-dependent defense tools with fixed resource profiles.

Research works [54,55] as well as our own [3] have disputed the validity and correctness of such assumptions as they lead to drastic problems and limitations negatively impacting the quality and promptness of the CPS defense service provisioning. Current CPS defense service providers (DSPs) fail to provide trustworthy robust and reliable monitoring and evaluation of the ToD components due to the use of scattered, uncoordinated, uncooperative, unaware, isolated, and heterogeneous monitoring tools and reporting mechanisms. Such limitations increase the use of resources due to redundancy, increase the risk of conflicts and failures due to limited awareness and coordination,
lower the defense quality due to the poor and boundary limited feedback, and increase the latency in defense provisioning and in detecting attacks giving the attacker the advantage to spread the attacks through multiple networks. The tool heterogeneity and uncooperative nature massively complicate automating its management; the static nature of such tools complicates attempts to autonomously adapt to changes in the surroundings.

Research presented [56–59] attempted to resolve some of the problems resulting from such assumptions using more flexible sensing and control elements. They devised a mobile multi-agent-based attack detection system. The presented solutions were situation unaware and offered limited defense tools pervasiveness and coordination. Generally speaking, provisioning defense services while sharing the same host with the ToD exposes the ToD to DoS attacks and limits the system's scalability and interoperability.

Works [58,59] utilized a multidisciplinary approach to intelligently resolve some of the presented limitations. They combined multiple artificial intelligence techniques to build a complex smart attack detection system. Unfortunately, these techniques were bounded by the available technology constraints; they were designed to provision dedicated defense service while sharing the ToD host or host network. They were unable to overcome the curse of complex system dimensionality. With the increase of system complexity and the numerousness of input features, the processing time involved with clustering system events might badly affect the system and attack detection timeliness. Time constraints may sometimes force the system to prune less important features (dimensionality reduction) to maintain system timelines. However, the pruning approach is not always possible as it might compromise the detection accuracy.

All the above mentioned approaches were mainly concerned with defense service provisioning for cyber components. The work presented [60,61] is a hardware-based static detection system capable of supporting the requirements of both cyber and physical components. Using hardware-based detection and analysis techniques guarantees prompt and resource-efficient responses for quickly spreading attacks. A major disadvantage of technology is its limited flexibility, adaptability, interoperability, and maintainability. These systems are designed to work for specific targets and cannot seamlessly adapt to match different targets.

Multiple attack detection solutions were presented utilizing mixtures of the above mentioned methodologies employing different M&A techniques [62,63]. Unfortunately, none of these systems were capable of presenting a comprehensive, autonomous, interoperable, globally situational aware, and scalable solution that can guarantee adequate defense provisioning quality and promptness while maintaining the ToD survivability, operability, and privacy.

The next subsection closely gives a comprehensive study about the available mechanisms for detecting and mitigating one of the major attack classes that threaten both cyber and cyber-physical systems, malware-based attack class.

### 7.2.3.1.1 Malware Detection and Resolution Solutions

A malware is malicious software designed to infiltrate or damage a cyber system or cyber physical system (CPS) without the owner’s informed consent [49]. There are many malware types with different shapes and entry points. Most of these software objects share similar purposes while they are expected to behave differently at time of infection. Viruses, worms, botnets, wabbits, Trojan horses, exploits “backdoors,” spyware “scumware,” stealware, parasiteware, “adware,” rootkits, blended threats, evolving threats, keyloggers, and hoaxes are examples of the different malware types. Figure 7.5 lists the different types of attacks and the usability ration of each one of them [50].

Each malware group has its own way of being undetected. Modern malware detection tools utilize multiple detection mechanisms to be able to detect multiple malware categories as presented in Figure 7.5. Malware, especially viruses, are either memory resident or non-memory resident. Non-memory resident are simple attacks that can easily be detected at an entry point with a cleaver detection tool.

The memory resident attacks are more complex and efficient; they stay in memory and hide their presence from detection tools. These attacks are fast and infectious, aiming to infect as many...
files as possible locally within the infected host or remotely through the host network and network shares. The second category of memory resident attacks is the slow infectors. Slow infectors are the most dangerous type of malware as they use stealth and encryption techniques to stay undetected as long as they can. They are powerful attacks that can be a combination of multiple processes working together toward certain objectives.

Malware detectors use signature-based detection techniques to detect known attacks. Signature-based detection became a very efficient way of detecting known threats [51]. Finding a specific signature in one of the executable codes can accurately identify any enclosed threats within such code. Attack signatures are frequently updated and stored on the local anti-malware database. Unfortunately, this technique is inefficient if the attack has a malformed signature either by the programmer or by a mutation engine.

Heuristic techniques are one the most efficient ways to detect such mutated attacks. Heuristic and meta-heuristic techniques are used to spot unknown or known attacks with polymorphic behavior. By definition, a heuristic technique is an informal technique to solve problems efficiently and in a way close to the optimal path [51]. Heuristic techniques are commonly used to rapidly reach a solution that is somehow close to the best possible solution. The meta-heuristic technique is a heuristic method for solving many of the computational problems by combining user-given black-box procedures in a hopefully efficient way [51].

Most of the modern malware detection techniques that use meta-heuristics to detect attacks utilize a set of isolated tools utilizing different techniques hoping to detect one of the attacks that there is no specific way to detect. Most of these tools utilize one of the following mechanisms: pattern matching, automatic learning, environment emulation, neural networks, data mining, Bayes networks, and hidden Markov models. There are other meta-heuristic techniques, but most of them are built based on one or more of the aforementioned mechanisms (Figure 7.6).

The main concept of heuristic-based detection techniques is to detect attacks without knowing too much about their internal structure. Heuristic techniques mainly focus on examining the behavior and the characteristics of the executing software to anticipate whether it is acting maliciously or not. The most successful heuristic-based detection technique is named as the heuristic scanning technique, which utilizes a mixture of multiple meta-heuristic techniques, such as pattern matching, automatic learning, and environment emulation.

Heuristic scanning in the common sense uses pattern matching to examine the assembly language instruction execution sequence and qualifies them by their potential dangerousness. Heuristic scanning
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usually follows a set of built-in rules with pre-assigned weight on each rule. In case of violation of any of the rules, the weight of the violated rule is added to the total violated rule by the same program or process. The program is flagged as malicious only if the total sum of added weights exceeds a certain threshold. Figure 7.7 illustrates the idea of a single layer classifier with predetermined threshold.

The feedback from the different scanners are fed into a global summarizing point that follows a certain meta-heuristic mechanism as illustrated in Figure 7.7. The overall result will decide whether to flag the scanned object or not.

As the detection techniques get more clever, the modern attacks or malware also emerge to more complicated attacks utilizing more sophisticated stealth techniques. Such techniques give them the advantage of being invisible to traditional scanners. Moreover the use of real-time encryption and anti-heuristic sequences make them look totally harmless to traditional malware scanners.

Heuristic scanners that use a single meta-heuristic mechanism that focuses only on monitoring the execution flow of the instructions of a certain program are deceivable by code obfuscation. Code obfuscation occurs by embedding some meaningless instructions within a malicious code. The same technique deceives detectors utilizing heuristic and signature scanning combined together.
One of the successful mechanisms to resolve the aforementioned problem is the use of artificial runtime environment emulation. However, it is not a lightweight detection mechanism, but it has high success rates in detecting unknown attacks. Environment emulation utilizes the idea of virtual machines; the malware detection tool provides a virtual machine with an independent and isolated operating system and allows malware to perform its routines freely within the virtual environment. The execution behavior of the suspicious application is being continuously examined while the malware is not aware. Most of the stealth and anti-heuristic techniques are irrelevant in this case as the detection tools scan the behavior from outside the box with a clear vision of what is really happening inside.

The main problem facing such a technique is the massive resource consumption and the expected delay needed to construct the virtualization environment and infiltrate the harmful instructions from being executed on the real machine.

Another problem that arises with using heuristic methods for detecting malware is the possibility of false positives. A false-positive event occurs when a benign program gets flagged as malicious by the heuristic scanner. The problem occurs frequently, especially with noncommercial programs having suspicious routines through their encryption functionalities.

The use of automatic learning is a good resolution of such a problem, in which the detector learns from its mistakes. The main issue with this technique is it requires an advanced user. In order to resolve such a problem autonomically, detection scanners have to increase their scanning depth and combine feedback from multiple heuristic mechanisms. Also, external consultation is one of the most efficient techniques, in which an external resourceful node gets consulted for guidance related to suspicious programs with weights that parley across the threshold line. The only issue with that solution is the possibility of a privacy violation due to sending specifics about the suspicious events.

Recently more complicated attacks were introduced that depend on infecting and controlling multiple hosts creating an automated taskforce targeting multiple objectives. Such attacks usually have dynamic objectives and construction components. Additionally, they frequently and autonomically get updated using a dynamic up/down link between the attacker and the malware itself. Detecting such attacks is a very complicated task given the uncooperative nature of the conventional modern detection tools and the fact that they share the same host or host network with their ToD.

Sharing the same network or host with the ToD makes them an easy target for attackers to deceive or destroy [52,53]. Additionally, the successfulness of the malware detector depends mostly on the fast real-time and deep analysis of the scanner feedback. Such a process, especially when it involves creating a runtime emulated execution environment is a computationally costly process for a tool sharing the ToD resources.

In this section, we overviewed the list of modern detection mechanisms available to identify cyber and cyber-physical systems attack indications. We also clarified a list of limitations facing these defenses and ways to resolve such limitations. The next subsection presents a brief overview of the contemporary CPS–targeted resolution mechanisms being used to mitigate such threats. In Section 7.3, we present a revolutionary defense approach that comprehensively addresses the presented monitoring, detection, and resolution limitations presenting a unique defense approach suitable for large-scale cyber and cyber-physical systems.

7.2.4 THREAT RESOLUTION IN CPS ENVIRONMENTS

In addition to the limitations presented in the previous two subsections, in regards to monitoring and evaluation and analysis of feedback, the control phase, in which the defense system takes actions regarding detected threats, faces a serious set of limitations [53]. The limitations are mainly due to the lack of cooperation and awareness that limit the defense tools’ capability to resolve or even contain persistent fast-spread attacks.

For example, it is too hard for such uncoordinated, scattered tools to marshal and coordinate task forces to hunt down the attacks spreading all over the network or a set of interconnected networks.
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as it is hard to control the DSP and the ToD tools and equipment to block attack access to the shared network. Furthermore, without appropriate global control and situational awareness it is too hard to block the source of dynamic remote attacks. Such limitations can be utilized to cause DoS attack by keeping the DSP busy treating infected files and strike more and more files.

Research work has been focusing on presenting a resolution for some of the control problems in CPS environments. Researchers [64] presented what is called autonomous multi-agent cooperative problem solving (TEAM-CPS) and successfully applied it to one of the critical CPS, the public telephone networks. They used multiple intelligent agents that were designed to work together to provide distributed control for such a system. Unfortunately, the system was not scalable enough to suit large-scale systems. The limitations against this approach and other agent passed approaches [65,66] is the high resource consumption nature of the agents and the fact that they are designed to share the host resources. These limitations limit the approach capability to scale.

From another perspective, the use of intelligent agents lacks the support of the physical part of the network. The used agents are not aware of the interactions between the cyber and the physical parts of the system. Such unawareness increases the chance of conflicts, errors, and failures.

A more advanced version of this line of research was presented [53,66] as they used multiple AI techniques to control a pool of mobile agents performing control tasks. The use of AI guided the management platform toward smarter decisions. Unfortunately, they shared the same problem as their insisters: the lack of situational awareness and the inconsideration of isolating the control platform from the host under control. Such limitations limited the scalability of such systems and their ability to suit CPS applications.

An evolutionary monitoring analysis sharing and control (MASC) tool named EvoSense was presented [6], introducing a new paradigm for defense service provisioning that intrinsically and comprehensively address the aforementioned limitations facing existing systems. EvoSense is a biologically inspired, intrinsically resilient, intelligent, situation-aware, sense-and-effect system to realize a biological immune system–like defense provisioning. EvoSense acts as an intelligent elastic middle layer between the DSP and the ToD enabling remote defense provisioning and creating a uniform defense interface that hides ToD scale, resource heterogeneity, and complexity concerns from the control and management concerns. This uniform representation enables interoperable and cooperative defense services. Further, such isolation maintains defense provisioning survivability in case of ToD failure or DoS attacks.

EvoSense is founded over our biologically inspired, intrinsically resilient, adaptable cell oriented architecture (COA) [23,43]. The COA provides intrinsic, dynamic, distributed, resilient resource management and allocation needed to support pervasive MASC.

EvoSense manages a vast number of elastic and intelligent containers (cells) to host/abstract cyber/physical sensing and effecting tools. EvoSense mimics the human bloodstream circulation effect by utilizing its adaptable infrastructure to circulate these context-driven, functionally customizable sensor and effector cells into the ToD body to pervasively monitor, analyze, and control the ToD components. EvoSense sensors and effectors are used to execute defense missions provisioned by a DSP. A defense mission is a mixture of sensing and effecting tasks involving information gathering, partial analysis, control, and manipulation of the ToD elements. EvoSense utilizes such pervasive activities to build real-time global views of the entire ToD network, reflecting the quality of the defense service provision and the current state at each point. These views are intelligently analyzed to facilitate defense service evolution.

EvoSense alternates/mixes different defense/control missions from different DSPs to provision defense services to the same ToD host in a process called ToD vaccination. The ToD vaccination process involves sharing defense experience and tools between DSPs in terms of abstract missions and sensing and effecting packages. Using such a ToD vaccination mechanism enables the defense platform to continuously evolve its services and capabilities. Such evolution can lead to more accurate and prompt detection of known attacks and a better chance of detecting unknown attacks. Vaccines are autonomously checked for privacy violations and maliciousness before utilization or
storage. This ToD vaccination is similar to biological systems in which antibodies can be extracted from one immune body to another to create a healthy up-to-date defense community [13]. EvoSense can be considered to be one of the first solutions capable of providing such features comprehensively and pervasively with low overhead.

### 7.3 THE CARD CONCEPT

In the previous section, we presented an overview of the latest efforts that were presented by the current literature that can be utilized toward the realization of resilient and efficient defense service provisioning for CPS. We illustrated the various techniques available to enable software elasticity needed to facilitate efficient and dynamic adaptation to changes within the CPS domain. Additionally, we presented the various techniques available to enable software diversity that can be utilized to realize a moving-target defense for platform security. Finally, we presented the different attack detection and resolution mechanisms being used within the cyber and CPS domains. We observed that despite the existence of a solid and concrete research base addressing these various design aspects, most of these solutions fall short of realizing the needed level of quality, efficiency, and effectiveness to support CPS defense. We assert the need for new defense platforms that effectively and efficiently coordinate defense missions and tools in real-time to achieve the following goals:

- Achieve asymmetric advantage to CPS defenders, prohibitively increasing the cost for attackers
- Ensure resilient operations in the presence of persistent and evolving attacks and failures
- Facilitate defense alliances, effectively and efficiently diffusing defense intelligence and operations transcending organizational boundaries

*The proposed solution aims to comprehensively address these goals in order to present an evolutionary defense platform that would enable self and situation awareness, resilient adaptive defense, and cooperative autonomous control and sharing among cooperating organizations without violating their individual privacy policy. Enabling such features makes it possible to successfully provision defense services to mission-critical heterogeneously composed systems such as CPS while maintaining the operation timeliness and stability in the presence of persistent attacks.*

For that, we present CyPhyCARD, a biologically inspired, distributed, dynamically configurable, runtime programmable platform that manages a large number of cyber and physical resources and services upon which evolutionary defenses can be built to protect participant organizations. Figure 7.8 presents an abstract view of CyPhyCARD.

CyPhyCARD features a set of platform-managed capabilities and services through a biologically inspired architecture and methodologies to effect trace-resistant, resilient, and allied defenses. CyPhyCARD provisions its services via an evolutionary sensory system, EvoSense, working through an intrinsically resilient and autonomously managed adaptable platform, CyberX, and protected by novel moving-target defense mechanism, ChameleonSoft. Figure 7.9 presents CyPhyCARD goals and features, which are described as follows:

**Goals:**

- Resilient operations by managing automatic failure recovery and containment and adapting structure, function, and performance to varying network scales and contexts
- Trace-resistant moving-target defense by multidimensional mobilization of the attack target evading attackers
- Allied defense by isolating the defense provisioning design concerns sensing, effecting, control, and physical resources; enabling trustworthy automated defense sharing and cooperation
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Features:

- Awareness by providing pervasive monitoring and analytics for self- and situation-awareness distributed throughout the targeted systems.
- Elasticity right-sized resources and services by autonomically marshaling and adaptively provisioning resources (cyber and physical) and services (monitoring, detection, and response) to effect appropriate evolutionary immune responses.
- Intelligence by using autonomic, independent, self- and situation-aware, smart building blocks to build the entire defense platform.

**FIGURE 7.8** Abstract view of CyPhyCARD.

**FIGURE 7.9** CyPhyCARD goals and features.
• Diversity to induce software behavior encryption (i.e., inducing adequate confusion and diffusion similar to message encryption)
• Cooperative defense by enabling mixed initiative and fully autonomic cooperative tipping and cueing among participating organizations without violating their individual policies

To realize these capabilities, CyPhyCARD construction is based on three main contributions:

• Biologically Inspired Management Platform (CyberX)
  • Manages a distributed construction of composable basic building blocks termed “cells”
    – Enable cell dynamic runtime configuration
    – Support the cell self-monitoring
    – Enable the cells to dynamically adapt to changing internal and external conditions and acquire resources on demand based on the dynamics of the tasks on hand
  • A multimode, autonomous, situation-aware recovery system for enhanced system resilience
• Software Behavior Encryption System (ChameleonSoft)
  • Employs runtime multidimensional software diversity to induce confusion and diffusion to, in effect, induce spatiotemporal software behavior encryption
  • ChameleonSoft mobilize running cells among heterogeneously configured hosts in a way that makes the attack target in a continuous random motion inducing trace-resistant moving target defense
  • An elastic software platform that dynamically and autonomously changes diversity application and recovery policies to match the surrounding frequent changes
• Evolutionary Sensory System (EvoSense)
  • Defense service provisioning by autonomous abstraction and virtualization of heterogeneous compositions of physical resources, conventional defense services, and autonomously customized formations of sensing and effecting tools
  • Enable smart pervasive sensor circulation for enhanced detection efficiency and better resource utilization
  • Early enable trustworthy cooperative autonomous control and sharing of defense intelligence among interconnected CyPhyCARDs and/or target of defense (ToD) systems to enhance attack detection and deterrence

The next subsections give a brief overview of CyPhyCARD’s constructing pillars participating in the realization of the CARD concept and CyPhyCARD defense cloud.

7.3.1 CyberX Managed CyPhyCARD Foundation

CyberX, a situation-aware trustworthy management platform that utilizes the COA features to realize the aforementioned pillars. COA is a biologically inspired architecture with active components termed cells that support development, deployment, execution, maintenance, and evolution of software. Cells separate logic, state, and physical resource management.

Conceptually, the cell is the smallest active resource in a distributed computing platform. Cells are intelligent, and independent, autonomous, single-application capsules “sandbox” that acquires, on the fly, application-specific functionality in the form of an executable code variant, “the specialization process.” Cells act as a simple virtualization environment isolating the executable logic from the underlying physical resources. Figure 7.10 illustrates an abstract view of a COA cell at runtime. The cell is dynamically composable into larger structures, “organisms,” representing complex multitasking applications.

A single workstation can host one or more cells, providing a flexible way to share the physical resources among multiple applications.
Cells are dynamically composable into organisms that are bound to functional roles at runtime. CyberX manages such construction to enable online re-programmability, hot code swapping, local/global situation awareness, and automated recovery.

CyberX enables applications to dynamically adapt to runtime changes in their execution environment via runtime diversification of multiple similar-function, quality objective–different code variants. Reliability, performance, robustness, survivability, compatibility, scalability, and mobility are examples of such attributes.

CyberX utilizes the COA feature of enabling the application to exchange real-time status and recommendation messages with the host cell for administrative purposes to enhance the cell local application awareness and to enable application-driven adaptation. CyberX uses these messages to guide the cell runtime quality-attribute manipulation toward accurate and prompt adaptation. Further, CyberX collects, analyzes, and trustworthy-shares these messages and status reports constructing a real-time sharable global view of the cell network.

CyberX enhances the system resilience by multiple recovery modes to cover different application requirements and host configurations. CyberX offers a prompt and accurate fine-grained recovery for resourceful hosts executing critical applications and a more resource efficient course-grained recovery for less critical applications. CyberX uses the COA’s loosely coupled features to allow applications to seamlessly change their current active recovery modes based on context, environment, or application-objective change.

CyberX contributions are as follows:

- A biologically inspired architecture with the following capabilities
  - Intrinsic separation of design concerns (data, logic, and physical resources)
  - Employing a mission-oriented application design and inline code distribution to enable adaptability and online dynamic re-tasking
- Elastic system design and platform-managed control enabling the following:
  - Runtime diversity employment for hot manipulation of quality attributes to effect trace-resistance and moving target defense
  - Multimodal, autonomous, situation-aware recovery system for enhanced system resilience
  - Dynamic and autonomous change of shuffling and recovery policies according to runtime changes in the execution environment

The next subsections illustrates how CyberX-managed COA was utilized to enable software behavior encryption for moving-target defense.
7.3.2 ChameleonSoft: Software Behavior Encryption for Moving-Target Defense

Inspired by the resilience of diverse biological systems in the sea chameleons, we propose a diversity-based defense mechanism against software attacks, termed ChameleonSoft. Sea chameleons or cephalopods employ multi-layer diversity for different purposes. For example, they leverage their capability to change their body color, texture, and appearance to induce diversity. Diversity is used to camouflage for defense, disguise for hunting, and change color for communication [67]. Similarly, ChameleonSoft utilizes spatiotemporal software diversity to enhance software system security, survivability, and resilience.

ChameleonSoft is founded over cell-oriented architecture (COA)–based infrastructure managed by CyberX. Such construction supports online programmability, hot code swapping, and automated recovery. These features together enable what we term as “ChameleonSoft behavior encryption” (or CBE) akin to message encryption.

CBE applies spatiotemporal diversity in a way that makes the attack target in continual random motion evading attackers. CBE leverages the COA intrinsic separation of concerns to realize temporal and spatial diversity. Figure 7.11 illustrates the software Chameleonization process. CyberX divides the missions of a huge software program into smaller tasks. Each of these tasks is assigned to one or more cells executing sets of similar function and different-behavior executable variants. These sets might have different objectives targeting different quality attributes. Reliability, performance, robustness, and mobility are examples of such attributes. ChameleonSoft shuffles variants and sets to induce diversity. ChameleonSoft shuffles these variants locally for temporal diversity. ChameleonSoft migrates the live cells between heterogeneous and homogeneous platforms to realize the spatial diversity. The scope of diversity application extends beyond security goals to the other quality attributes. The system might shuffle to a variant that aims at high system performance in highly loaded but low security–risk situations. Alternatively, the system would resort to a higher security, perhaps lower performance variant in higher risk situations.

Researchers [68] mentioned that multivariant systems without an appropriate recovery mechanism might face a larger amount of coincidental failures. ChameleonSoft relies on CyberX’s autonomous recovery system to handle any coincidental failures that might occur due to diversity application. Such support increases the system resilience against international and unintentional failures.

![Figure 7.11](attachment:image) Application chameleonization.
Inspired by the sea chameleon dynamic, change occurs in response to frequent changes in the environment; ChameleonSoft autonomously and seamlessly changes the shuffling policy at runtime to suit the continual dynamic changes of the surroundings.

### 7.3.2.1 Software Behavior Encryption

Claude Shannon in 1949 introduced the confusion and diffusion properties of operation as a way to quantify the strength of a secure cipher. We present a key such as mapping between the key in message encryption and the CBE key to enable quantification. We built our mapping based on the fact that both keys have similar semantics, but they are not exactly equivalent. Message encryption depends on a key, and CBE depends on a set of parameters that may be constructed as a key or genetic material. We used measures of confusion and diffusion to evaluate the strength of our CBE. CBE is an encryption technique with added unique characteristics.

We consider CBE to be a multi-round encryption mechanism, in which the output of a single round is always valid for use directly without decryption within the lifetime of the round. Additionally, CBE has no limits for the number of rounds needed to produce the final output. CBE uses the output of each round as an input to the next round in order to increase the complexity of the cipher linearly over time.

CBE is an encryption scheme that does not need any key management or exchange mechanism. The reason behind that resides in the fact that CBE output is usable without decryption. Additionally, CBE is an event-driven encryption scheme in which the encryption key, the inputs, and the outputs have multiple elements representing different events affecting the encryption processes.

In our system, rounds are time slots. A single time slot might contain multiple temporal or spatial shuffles for confusion induction or random independent distributed variant changes for diffusion induction.

Figure 7.12 gives an abstract view of the behavior encryption process. The process involves multiple rounds of confusion and diffusion guided by dynamic parameters. These parameters represent the key to our encryption mechanism. The confusion process is responsible for temporal and spatial change in the current behavior by manipulating the cell location and/or the executing variants. The diffusion process is a random change in the execution behavior of multiple cells based on independent decisions guided by distributed recommendations to diffuse the changes all over the network in an intractable way. More details about ChameleonSoft software behavior encryption and the software Chameleonization process can be found in [5].

### 7.3.3 Bio-inspired Evolutionary Sensory System for Cyber-physical System Defense

Cyber-physical systems (CPS) promise advances toward smarter infrastructure systems and services, significantly enhancing their reliability, performance, and safety. Current CPS monitoring, analysis, sharing, and control (MASC) technologies offer disparate and largely inadequate services for the realization of effective and efficient CPS security. Most current technologies did not consider...
that cyber and physical convergence would need a new paradigm that treats cyber and physical components seamlessly and pervasively. Further, information sharing was severely curtailed by enforcing parameter defense to preserve the privacy of the system to be secured, the ToD these limitations negatively impact the quality, reliability, survivability, and promptness of security services.

EvoSense is an evolutionary system designed to enable real-time pervasive MASC toward autonomous context-aware security service provisioning. EvoSense uses COA cells to encapsulate attack investigation and resolution tools defined as binary code variants constructing a set of platform-independent sensing and effecting cells. EvoSense constructs a biological immune system–like security environment by circulating generic streams of such capsules into the ToD body to induce a bloodstream-like effect.

EvoSense’s main contributions can be outlined as follows:

- Enable pervasive autonomously managed monitoring and analysis
- Uniform defense service provisioning for heterogeneously composed multi-enclave CPS systems
- Enable trustworthy, interoperable multi-organization cooperative, dynamic, autonomous defense
- Facilitate early failure/attack detection and resolution

7.3.3.1 Overview

EvoSense manages and controls sensing and affecting cells based on specific mission objectives provided by the DSP. EvoSense works as a middle layer between the DSP and the ToD as illustrated in Figure 7.13. EvoSense leverages the uniform abstract representation of sensing and affecting cells to circulate sensors and effectors intelligently throughout the ToDs. Additionally, EvoSense leverages such features to enable security service interoperability in which different DSPs can share in defense provisioning for the same ToD in a privacy-preserving manner.

EvoSense defense provisioning includes two main modes: (1) DSP-guided mode in which EvoSense blindly executes predetermined security missions provided by the DSP, and (2) evolutionary mode, which involves evolutionary sensing and affecting. Evolutionary sensing aims to detect malicious abnormal behaviors without prior knowledge of that behavior. The process involves analyzing and correlating different information feeds from multiple sources to zoom in on abnormal behavior deviation identifying possible attack indicators. On the other hand, evolutionary affecting involves utilizing the pervasive control feature of EvoSense to autonomously deploy safe-resolution tools (i.e., tools that don’t conflict with the running applications) or to contain such attacks within certain perimeters while waiting for administrators to provide clear resolution procedures to execute. Figure 7.14 illustrates the EvoSense evolutionary security process.

![FIGURE 7.13 EvoSense abstract view.](image)
FIGURE 7.14  EvoSense evolutionary defense provisioning process.
Joining an EvoSense-equipped DSP network procedure starts by installing COA middleware on the host machines, registering the host’s configuration and its security and privacy policies to the DSP host database. Then EvoSense starts to create a profile for this host. The host configuration profile presents all the details regarding the host platform, computational capabilities, the organization/enclave ID(s) for that host, if any, and any special consideration regarding the applications running on it. The security and privacy policy defines the needed security level, the scope of cooperation, and the type of allowable sharing materials.

Upon registration of a new cyber/physical host, EvoSense is notified to start the initial evaluation of the host to determine the basic sensor deployment-package composition. EvoSense interprets the host record in the DSP database to identify the appropriate types of sensors and effectors that match the host configuration profile to be included in the sensor/effectior circulation stream.

The host is under full time evaluation and the sensor/effectior deployment package evolves over time. The process is guided by the global sensing feedback not only at the host but also throughout the network. The feedback is analyzed on the DSP side to enable investing more resource searching for attack indications, without any effect on the ToD hosts. EvoSense circulates security missions (sensors, effectors, control and management logic) while favoring the activation of security tools targeting attacks that match the host profile. Using dynamic host profile–based circulation enhances the attack detection accuracy and promptness and helps optimize resource usage on the host and on the DSP.

The entire defense delivery process is managed by distributed intelligent management units working on the DSP side in a hierarchal fashion to support large-scale networks.

That was a brief overview of EvoSense, and more details can be found in [6].

7.4 CYPHYCARD QUALITATIVE EVALUATION

In this section, we intend to discuss the ability of CyPhyCARD to mitigate CPS attacks such as the BlackWidow (BW) attack that was described as a case study “attack scenario” in Section 7.1. We will list the attacker assumptions supporting the BW attack, followed by an illustration of how the CyPhyCARD defense cloud works against such assumptions.

7.4.1 THE BW ATTACKER ASSUMPTIONS

The following is the list of the BlackWidow attack designer assumptions that represents the pillars supporting his attack:

1. The defense system shares the same network or host with the target of attack/defense system. [Note the defense system might be exposed to attack by compromising the ToD.]
2. The attack target defense system, or major parts of it, uses COTS security products. [Note a majority of defense systems are signature based, so that it is probably easy to bypass with custom code.]
3. The system is not capable of being fully situation aware of all its components in a massive-scale network in real time.
   - Building a very slow-motion worm will increase the log file sample size needed to detect it.
   - The attack will spread in small parts in the target network hosted by geographically remote locations. This will make it more difficult to detect attacker activity unless a deep nearly network-scale analysis can be conducted to correlate all disparate logs.
4. The defense system management workstations (that the administrators use) share the same network with the target of defense. [Note stolen passwords can simply be used to modify rules of IDS, routers, switches, firewalls, proxies, etc.]
5. Attack hosts will not be manipulated in a detectable way so as not to alert the host AM. These hosts will be used only to launch the attack on the primary target. [Note this might be possible by using zero day exploits and malware code never seen before.]

6. Host-based defense systems usually use malware signatures as an indication for infection from various forms of malware.

7. It is not feasible to monitor all the host behavior patterns while sharing the same workstation that is performing user tasks.

8. Defense systems are not resilient against attacks and have weak recovery mechanisms. [Note most of them assume that they will not be the target of an attack as long as they were able to secure their ToD. Additionally, usually they have no intrinsic failure recovery.]

9. Cyber security is oblivious of and is not coordinated with physical security to protect the target cyber-physical system. Human intervention is needed to facilitate such coordination. [Note the attack can make them conflict with each other to bypass both of them.]

7.4.2 CyPhyCARD Invalidating the BW Attacker Assumptions

CyPhyCARD is designed to provide defense services in total isolation from the ToD, invalidating assumptions 1 and 4.

CyPhyCARD’s EvoSense is a buffer between the DSP and ToD. Neither EvoSense nor the CyPhyCARD share the network or the hosts of the ToD. The defense services are delivered to the ToD in a separate network that connects the ToD to CyPhyCARD. The defense delivery vehicles are secured using our ChameleonSoft moving-target defense, which invalidates assumption 8.

CyPhyCARD is an active defense system founded over a CyberX–managed ChameleonSoft secured resilient foundation. One of the main tasks of ChameleonSoft is to monitor and secure the COA–based foundation against threats and attacks. Having dedicated and management-isolated systems such as ChameleonSoft and CyberX handling such details gives EvoSense more to focus on provisioning defense services to the ToD increasing the overall quality of provisioned service. Additionally, CyPhyCARD is designed to support large-scale systems and computationally expensive tasks. The CyPhyCARD design supports distributing the tasks over a hierarchy of independent management entities composed of fine-grained components managed by CyberX. The fine granularity of such components and the isolation between its logic, data, and physical resources enabled CyberX to fractionize large tasks over multiple hosts, constructing a cloud-like platform with virtually infinite resources. With that unique feature, CyPhyCARD invalidates assumption 7.

CyPhyCARD’s EvoSense uses signature-based detection tools as a part of its arsenal while the major part of that arsenal relies on an evolutionary sensory system. The CyPhyCARD evolutionary sensory system utilizes multiple intelligent mechanisms to detect unknown attacks based on monitoring suspicious activities and up normal behavior, and that invalidates assumption 6.

CyPhyCARD is not a commercial product available for conventional users even though the foundation of CyPhyCARD is highly dynamic and autonomous, inducing a high level of dissimilarity between identical copies of the same system, and that invalidates assumption 2.

One of the main objectives of CyPhyCARD’s EvoSense is to promote the defense system situational awareness of the different ToD components and to isolate the platform composition heterogeneity, enabling seamless defense provisioning. EvoSense pervasive monitoring and analysis and the intrinsic trustworthy sharing and cooperative defense enhance the situational awareness of all ToD components. EvoSense collects events from different entities of the ToD and correlates the collected information to generate a global image of the entire system to be analyzed by high management units. Doing so enables CyPhyCARD to detect slow-moving attacks and attacks using remote bots to launch attacks on remote hosts. The aforementioned aspects successfully invalidate assumptions 3, 5, and 9.

By invalidating all the attacker assumptions, it is hard for such an attack to succeed in attacking a CyPhyCARD protected system. More detailed qualitative and quantitative evaluation of CyPhyCARD effectiveness and efficiency in defense service provisioning for CPS applications can be found in [3].
7.5 CONCLUSION

In this chapter, we overviewed the domain of cyber and CPS IADR, illustrating the various techniques available to provision or to facilitate defense provisioning at design time and operation time. The study clarified the limitations of the current solutions and the need for a radical change not only on the defense provisioning technology, but also on the foundation utilized to provision defense services. The study illustrated the need for CPS–ready IARD solutions capable of efficiently coordinating defense missions and tools in real time to accomplish the following objectives:

- Achieve asymmetric advantage to CPS defenders, prohibitively increasing the cost for attackers
- Ensure resilient operations in the presence of persistent and evolving attacks and failures
- Facilitate defense alliances, effectively and efficiently diffusing defense intelligence and operations transcending organizational boundaries

For that, we presented the CARD concept as a solution to achieve these objectives and the CyPhyCARD platform as a realization of such a concept. CyPhyCARD provides the means to guarantee continuity of operations as well as to deter attacks and prohibitively increase the cost on potential attackers targeting CPS.

CyPhyCARD presents a unified resilient platform to monitor, manage, and control the heterogeneous composition of CPS components. Such unification of control with the help of CyPhyCARD autonomous management capability expands the applicability of such a system in multiple domains related to cyber and CPS.

CyPhyCARD uses its resilient cloud-like infrastructure to host defense services and to perform all the heavy tasks related to defense provisioning waiving a large computationally heavy load from the ToD. Waiving that load in addition to CyPhyCARD utilization of platform-independent sensing and effecting capsules for defense provisioning expands the system support to various host configuration and legacy systems.

CyPhyCARD provides the means to automate trustworthy multi-organization information sharing to enable early attack alarm and enhance the defense system global situation-awareness toward more accurate decision making. Enabling such features makes it possible to successfully provide defense services to mission-critical heterogeneously composed systems such as CPS while maintaining the operation timeliness and stability in presence of persistent attacks.
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8.1 INTRODUCTION

Encryption is a method that secures information by making it illegible or indistinguishable from random noise to anyone who does not have some privileged information, a key. The practice of using cryptography to encrypt sensitive information has been around for millennia. For thousands of years, a major tenet was that the encrypted information was unusable until decrypted. This served well until recently, when the vast number of documents needing to be encrypted has made decrypting individual documents to find query results infeasible in practice. Searchable encryption was invented to solve the problem of how to find keywords in documents that are encrypted without decrypting the entire corpus set.

Searchable encryption is not a new concept, but all current methods have failed in various aspects that keep them from becoming common or mainstream. Most proposed methods utilize advanced mathematical structures such as Bloom filters or trap doors, but they typically only allow for Boolean searches and do not support phrase searching [1–3]. Sub-word matching, exact matches, regular expressions, natural language searches, frequency ranking, and proximity-based queries are all forms of searching that modern search engines employ and users expect to have. For example, being able to search for “heart attack” and distinguish between results related to myocardial infarction (heart attack) as opposed to “an anxiety attack that caused heart palpitation” is important for the adoption of any searchable encryption scheme. Current methods are incapable of performing this kind of phrase searching. Even ranked word proximity searches, a search that ranks results based on how close the query keywords are together, has not been fully implemented by previous research. The closest previous methods stop at ranking documents only by the number of times a keyword appears in the documents and whether the keyword is within predefined locations [4].

Cloud computing, and specifically data as a service (DaaS), is one of the fastest growing technologies in computing today. A recent study by Market Research Media estimated that U.S. spending on cloud computing will experience a 40% compound annual growth over the next five years [5]. This is driven by a substantial cost savings for storing data on the cloud. Reports show that the cost of storing data on the cloud can be up to three times cheaper than onsite storage [6]. With the growing adoption of cloud computing, it is important to have encrypted searching methods that work between clients and cloud servers.

A recent string of widely publicized data breaches in the cloud, such as an attack on the Gmail accounts of U.S. government officials [7] and a massive attack on Sony in which thousands of credit card numbers and millions of customers’ personal information were lost [8], have shown that third-party cloud providers cannot be fully trusted to safeguard data. These attacks have further illustrated the need for securely encrypting private information.

By making use of a trusted client-side server to encrypt and decrypt words and metadata, we can store our files and search index offsite on untrusted clouds while ensuring the integrity of the encrypted data and fulfilling potential government or industry regulations on sensitive data.

We consider the scenario in which an organization outsources its internal data to a public cloud, or generally speaking, we consider the case in which the data owner has the authority and ability to set up a trusted proxy for access to its encrypted data in the cloud. All of the organization’s employees are considered to be “clients” for the encrypted data search. It would be easy and practical for the organization to set up a trusted proxy between the cloud and its employees. The trusted proxy does all the encryption and decryption of the encrypted data stored on the cloud; that is, clients have no knowledge of the security keys. Thus, if an employee’s computer is compromised or the employee is an inside attacker, once permissions of this employee have been revoked, the encrypted data is still safe on the cloud. This chapter presents a novel approach to allow for phrase searching and query proximity ranking for search queries on encrypted data in the cloud. Neither the source documents nor the search index database needs to be hosted on local or trusted servers. Both of them will be encrypted and hosted in remote public cloud servers. Furthermore, we present a technique to incorporate headlining (i.e., returning words that appear near the found searched terms) in our method.
Contributions discussed in this chapter include the following:

- An encrypted searching method able to search for words and phrases composed of multiple keywords
- A corresponding ranking algorithm that ranks results based on query location and frequency
- A complete prototype of our proposed search methods using a realistic large-scale dataset of more than 500,000 documents that can complete encrypted searches within seconds
- A comprehensive experimental evaluation on the overhead, speed, bandwidth, and security of our method

The rest of the chapter is organized as follows. Section 8.2 discusses related work and previous research in encrypted searching. In Section 8.3 we present our method for encrypted phrase and proximity-ranked searching and discuss the implementation of these methods in Section 8.4. We analyze our results and evaluate our design in Section 8.5. Section 8.6 covers security attacks and improvements. Section 8.7 covers future research directions and impacts of other solutions. We conclude in Section 8.8.

8.2 RELATED WORK AND BACKGROUND

In the past, most keyword searching encryption schemes focused on a searchable index of words that remain hidden to the server until a one-way trapdoor function is given [9]. These indexes have more recently been stored as a Bloom filter to decrease the size of the index and increase the security by reducing the chance of active server attacks by allowing for false positives [2,3,10]. Bellovin and Cheswick [10] published a method for storing an index using Bloom filters and its corresponding cipher functions such that neither the querier nor the receiver knew of each other’s search or collection. Bellovin went on to modify this paper [3] to support database searching functions. Most related works in this field focus on single-keyword searches or Boolean searches. However, recently, papers on multi-keyword ranked searches [11] and very limited proximity ranking [1] have been published.

Aviv et al. [2] developed a method to securely search files on a remote storage-based server. They encrypt and hash the words into a Bloom filter, thus keeping the index secure. However, their method provides no way of including phrases or proximity-ranked results as their index does not store any keyword location data.

This method was further improved [11,12] by creating a design that supports multi-keyword searches and ranked searching. Although this is a leap ahead of previous work, as it provides ranked results and multiple keyword searching, it still fails to include any ranking based on word location proximity or phrase searching capabilities.

Encrypted database research, especially that in the area of the publisher/subscriber model, has produced interesting results that corollary to our research. Raiciu et al. [13] and Srivatsa et al. [14] both developed methods of maintaining confidentiality in a content-based publish/subscribe. While our model technically only has one subscriber (the trusted client-side server), further research in this area could potentially allow for direct cloud-to-client communication.

Another area of research that is similar to ours is public-key searchable encryption. Boneh et al. [15] published a method to allow a public-key encrypted document’s owner to provide a gateway server a specialized trapdoor to test whether a word is contained in the owner’s encrypted documents. Many extensions have been given to allow multiple keywords [16] and conjunctive searching with keyword subsets [17]. While these are similar to our end goal, they are very limited in scope as the documents must be encrypted with a single user’s private key and keywords to search for must be known in advance. Also, while conjunctive and disjunctive searching is possible, proximity ranking is not.
Current research focuses on two fronts: adding features to previous designs (such as keyword ranking, proximity ranking, predicate and disjunctive searches, and Boolean operators) \cite{11,18,19} and creating more computationally efficient encrypted searching designs \cite{20}.

Artzi et al. introduced the closest design that does support proximity ranking \cite{1}. It divides each document into 64 separate sections and stores the hashes of this metadata along with each keyword separately in a Bloom filter. This allows the search engine to tell whether a word is within a generous range of another. While this does support limited proximity ranking, it still lacks support of phrase searching.

Our model is unique and novel as it implements phrase and proximity-based ranking of search results. It abandons using a Bloom filter to store document information in favor of a relational database. Our method trades the small storage size and the secure nature of Bloom filters for a more flexible, but larger, data structure. We then take extreme caution and diligence to prevent information leakage related to active and passive attacks on the database, search query, and search results.

Where previous models were limited in their search functionality and, therefore, unlikely to be used in commercial settings, our model allows for a full complement of modern search features, including but not limited to stemming (reducing words to their root), lexicographic parsing, Boolean searching, phrase searching, and frequency and proximity ranking of the results. Currently, no other research offers a full set of these features.

8.3 PROPOSED ENCRYPTED PHRASE SEARCHING

“Proximity-ranked searching” implicitly ranks documents by a function, $f$, that is directly proportional to the distance the multiple keywords in the search phrase appear from each other. In addition, our advanced search ranking algorithm (presented later in Section 8.3.6) also implements search querying techniques presented in previous research, such as Boolean searching \cite{21} and multi-keyword ranking \cite{11}.

To allow for proximity ranking, the location information of keywords must be preserved in the encrypted index created from the data corpus. This is a challenge that previous research relying on Bloom filters cannot easily overcome. Instead of using a highly compressible index, such as a Bloom filter, we make use of a standard database to store the three valuable components to each document: document reference, keywords, and keyword locations.

8.3.1 OVERVIEW

In this section, we describe the basic architecture and system overview of the method we present to enable encrypted phrase and proximity-ranked searching. In Sections 8.3.3 and 8.3.5, we formally define the indexing and searching methods, respectively. Section 8.4 covers the implementation and architectural details of our phrase ranking methods and algorithms.

Our architecture makes use of an encrypted index that is generated prior to searching. A trusted client-side server generates the encrypted index and transfers this index to an untrusted cloud server. Further details on this index and how to create it are discussed in Section 8.3.3.

Figure 8.1 outlines the general process of our proposed encrypted phrase searching. First, the client sends a plain text search query to a trusted client-side server (step 1). The client-side server encrypts all keywords in the search query individually using symmetric-key encryption; it then truncates the encrypted keywords to a set number of bits to improve security by allowing for collisions and queries the untrusted cloud server for the documents containing the set of truncated encrypted keywords (the order of these encrypted keywords will be randomized) (step 2). The cloud server does a database query of its encrypted index and returns to the client-side server encrypted data that corresponds to document paths, a truncated encrypted keyword index offset, and encrypted keyword locations (step 3). The client-side server decrypts this data first. From the newly decrypted keyword index offset, it can then determine which returned results are actually for
the keywords searched and which are simply collisions. It discards those collisions and then runs a newly proposed ranking algorithm (presented in Section 8.3.6) that filters and/or sorts the pertinent returned documents based on relevant keyword locations and frequency. Finally, it sends this ranked listing to the original client (step 4). At this point, the client can peruse the results for the desired documents and, if desired, perform a request to the untrusted cloud server to retrieve the desired encrypted documents.

Some prior research on encrypted searching does not have a trusted client-side server in their architectures. We believe it is practical and reasonable to assume that the data owner can set up their own trusted server locally, which is not difficult for a data owner and does not introduce much overhead cost. In addition, the trusted local server can greatly simplify the networking architecture and protocol design in encrypted searching and improve data security against attacks.

Insider attacks, intrusion detection, and intrusion prevention are possible through the client-side server. Because all traffic is routed through a centralized server before queries are processed and before results are decrypted, the client-side server acts as a middleman who can inspect queries and results for authenticity, signs of tampering, or abuse. An easy-to-implement intrusion detection scheme for preventing unauthorized access that would be of use is a public-private key. The client digitally signs each search query with his or her private key before it is sent to the trusted client-side server. The client-side server verifies that the client did, in fact, generate the query by using the client’s public-key. Furthermore, by reversing the process, results from the cloud can be digitally encrypted by the trusted-client server so that only the authorized recipient can decrypt the search results.

Intrusion prevention and detection measures from the cloud are based upon the hashes and encryption of all cloud index items and that the decrypted data follows a well-defined format (Table 8.1). If an attacker or malicious cloud provider without knowledge of the secret key (κ) were to modify the encrypted index, any changes would almost certainly not decrypt in the expected format. By checking the returned and decrypted result format for errors, it is possible to detect data corruption, intrusion, and tampering.

### 8.3.2 Notations

This section describes the notations and assumptions made for our model.

- δ: The document containing keywords to be searched for
- κ: The encryption key, known only to the client-side server
- \( k_i \) and \( K \): The individual keywords and list of keywords, respectively, that the user wishes to query for
$k_i$ and $K'$: $k_i$ and $K$ after being encrypted, respectively. $E(k_i, \kappa) = k'_i$ where $E$ is some symmetric-key cryptographic function

$l_i$: The encrypted locations of $k'_i$ in $\delta$

$R$: Proximity ranking function. Inputs documents, keywords, and locations and returns a ranking for each document

$\tau$: Encrypted keyword truncation index used to map the encrypted truncated keyword with its full counterpart

$\beta$: Number of bits used to store each of the encrypted keywords

### 8.3.3 Indexing

In our model, prior to searching for an individual document $\delta$, the trusted client-side server must generate an encrypted index of the corpus. Then, the index is sent to the untrusted cloud server. Searching and returning of query results takes place by running SQL queries over the encrypted index.

The unencrypted database index of the illustrated four documents (in Table 8.1) is shown in Table 8.3 and the corresponding partially encrypted version is shown in Table 8.4. For illustration purposes, Table 8.1 shows a subset of four documents from our example corpus that could be returned from the search query ‘heart disease’. The weighted rankings of each of these documents is listed in Table 8.2. DocID 13 is not listed in the ranking table because it does not contain the word ‘disease’. This example will be used in the following sections to illustrate our searching and ranking methods. Each row in the encrypted index table corresponds to one document $\delta$ in the corpus. Each row contains two columns: an arbitrarily assigned unique document ID (DocID) and a specialized data structure that contains truncated symmetric-key encrypted keywords associated with encrypted versions of the keyword’s location in $\delta$ (Word Vectors). In addition, this data string contains an offset that is used to map the truncated encrypted keyword with its full version (stored on the trusted client-side server).

Table 8.2 depicts the offset and the keyword locations unencrypted to better show the structure of the string. In actuality, these characters are concatenated and encrypted together using a block cipher, thus making it unfeasible to determine the offset or keyword locations without the decryption key $\kappa$. Without loss of generality, we assume that the cryptographic keys used for both
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Encryptions are the same key $\kappa$ and that $\kappa$ can be used for decryption as well. Only the trusted client-side server has access to the value of $\kappa$.

Once the encrypted index is transferred to the untrusted cloud server, an inverted index, Table 8.3(a), based on the encrypted index, is generated by the cloud server to facilitate the searching speed of the index.

8.3.4 KEYWORD TRUNCATION

A main attack point on the proposed scheme thus far is that it is highly susceptible to statistical frequency analysis attacks. If each keyword were encrypted individually using a deterministic encryption method, a nosey cloud provider could compare the encrypted index with a language probability table to estimate which words map to which encrypted words. To combat this problem, we truncate the encrypted words to a predefined number of bits $\beta$. Therefore, numerous collisions are created because the entire encrypted keyword space size has been reduced to $2^\beta$ as seen in Figure 8.10.

This method can also thwart a separate analysis attack based on multiple keyword searches. Because keywords are likely to be related to each other, it would be possible for a malicious cloud provider or user to create associations between multiple encrypted keywords. If even one encrypted keyword is decrypted, such a table could reveal a large amount of information about the data. To illustrate this point, take the following example, in which, for simplicity, encrypted words are only five alphanumeric characters long. Without this feature, if the search terms “United Nations,” “United States,” “United Airlines,” and “United Healthcare” with unique encrypted keywords returned of “ABCEF 1A3B5,” “ABCEF 6C8D0,” “ABCEF 2E4F6,” and “ABCEF 5A7B9,” respectively, had previously been searched for, an attack could map store this information. It could now be inferred that the encrypted value “ABCEF” is likely a common preceding word or adjective; thus, an attacker has gained information about a distinct encrypted keyword. In addition, with enough analysis of this type, if it is ever guessed that “ABCEF” corresponds to “united,” each other encrypted word in the searches are now known to likely be a term related to “united.” Having a random, many-to-one, mapping of keywords to encrypted keywords prevents attacks of this nature from reducing the security of the index.

The trusted client-side server creates a unique keyword truncation index number for each encrypted keyword. A table that is stored on the client-side server maps the truncated bits and index number with the fully encrypted keyword. Each index number is stored along with the keyword locations in the encrypted index. This string is encrypted using AES and a randomized salt. As many multiple keywords now map to the same bits, it makes any statistical frequency analysis attack far less useful.

The security gained from the truncated encrypted keyword collisions does come at a cost though. Because it is impossible, prior to decryption, to determine which keywords in the collision set were actually being searched for, they must all be returned, decrypted, and then filtered. Therefore, as shown in Figures 8.6 and 8.10, the more collisions there are, the more bandwidth and computation power that is required per search.

<table>
<thead>
<tr>
<th>DocID</th>
<th>diseas:3</th>
<th>heart:6</th>
<th>induc:8</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>heart:1</td>
<td>diseas:2</td>
<td>led:5</td>
</tr>
<tr>
<td>10</td>
<td>his:1,6</td>
<td>diseas:2</td>
<td>idea:3</td>
</tr>
<tr>
<td>13</td>
<td>his:1</td>
<td>small:2</td>
<td>heart:3</td>
</tr>
</tbody>
</table>

Note: Keywords are to the left of the colon and the location in the documents is in bold. Multiple locations are delimited by commas.

**TABLE 8.3**

Unencrypted Representation of the Database that the Cloud Server Stores

<table>
<thead>
<tr>
<th>DocID</th>
<th>Word Vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>diseas:3, heart:6</td>
</tr>
<tr>
<td>5</td>
<td>heart:1, diseas:2, led:5</td>
</tr>
<tr>
<td>10</td>
<td>his:1,6, diseas:2, idea:3</td>
</tr>
<tr>
<td>13</td>
<td>his:1, small:2, heart:3, grew:4, three:5</td>
</tr>
</tbody>
</table>

Note: Keywords are to the left of the colon and the location in the documents is in bold. Multiple locations are delimited by commas.
8.3.5 Searching

In this section, we outline functions and methods that can be called to search documents from a client to an untrusted cloud server without transmitting or leaking nontrivial data to the cloud server.

When the search begins, the client sends the query phrase with multiple keywords, $k_1, \ldots, k_n$, to a client-side server, which concatenates the keywords to a list, $K$ (step 1 in Figure 8.1). The client-side server then encrypts each $k \in K$ using $\kappa$ in which the order of keywords is randomized. Each keyword in this list is then truncated to $\beta$ bits to create the encrypted keyword list, $K'$. In our reference example shown in Figure 8.1, the client searches for “heart disease.” Therefore, with $\beta = 12$ bits, this phrase is transformed into “487 f7b.” The client-side server then transfers this encrypted query, $K'$, to the untrusted cloud server (step 2). In Section 8.4.5.2 we discuss other improvements and performance enhancements that can be implemented during this phase, such as stemming (reducing words to their root form) and the removal of commonly found words.

The untrusted cloud server parses $K'$ into individual encrypted keywords $k'$ and, using the inverted index (Table 8.3), efficiently determines the documents, $\delta$, that contain a $k'$. It then references Table 8.2 to find the encrypted location(s), $l_i'$, for each $k'_i$ in $\delta$. In our example, only documents 3, 5, and 10 contain both encrypted keywords 487 and f7b, so these DocIDs, the keyword locations, and the truncated keyword index as shown in Table 8.4 are sent back to the trusted client-side server (step 3).

The client-side server parses the results that the cloud server returns, which include the document’s IDs, paths, and associated encrypted keywords, index, and encrypted locations $l_i'$. Each $l'_i$ is decrypted to the truncation index $\tau$ and $l_i$. A proximity ranking function $R$, hosted by the client-side server, is utilized to meaningfully rank the results as shown in Table 8.5. This proposed ranking algorithm is presented next.

8.3.6 Ranking and Phrase Searching

An efficient method of document ranking is critical to the success of our method. To significantly outperform previous Boolean-based encrypted searching methods, we need to develop a strong correlative metric of relevance between keyword queries and documents. Furthermore, to enable both phrase searching and proximity-based ranking, the ranking algorithm must, at a minimum, use the distance between keywords in its formula.

In this chapter, we develop a new ranking algorithm that is based on a relevance-ranking algorithm presented in [22]. To facilitate the ranking, the authors [22] define two terms: extents and covers. An extent is defined as an ordered pair of location indexes, $(p, q)$, in which, within the range of

<table>
<thead>
<tr>
<th>DocID</th>
<th>Word Vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>f7b:0-3 487:0-6 477:0-8</td>
</tr>
<tr>
<td>5</td>
<td>487:0-1 f7b:0-2 55d:0-5 d37:0-6 ff3:0-8</td>
</tr>
<tr>
<td>10</td>
<td>110:0-1,6 f7b:0-2 aef:0-3 55d:0-4 7e9:0-7 498:0-8 487:0-9</td>
</tr>
</tbody>
</table>

Notes: Both the keywords and the locations have been encrypted with a symmetric-key cipher. The encrypted keywords have been truncated to 12-bits. To improve readability for the reader, the index of the keyword in the keyword collision table (the number succeeding the colon), and the location data are shown unencrypted here; they are, in fact, encrypted in the actual implementation.
these indexes, every keyword is contained, inclusively. Any extent that does not contain an extent of smaller size within it is called a cover, \( c \). The ranking score, \( R \), thus increases if documents contain more covers and the cover distance \( (q - p) \) is small.

\[
R = \sum_{c \in C} r_c \quad (8.1)
\]

\[
r = \begin{cases} 
1.0, & p - q + 1 \leq H \\
\frac{H}{p - q + 1}, & \text{otherwise} 
\end{cases} \quad (8.2)
\]

\[
r = \begin{cases} 
1.0, & p - q + 1 = |K| \\
0, & \text{otherwise} 
\end{cases} \quad (8.3)
\]

\[
r = \begin{cases} 
1.0, & p - q + 1 = |K| \text{ and } l_1 < l_2 < \ldots < l_{|K|} \\
\frac{H}{p - q + 1}, & \text{otherwise} 
\end{cases} \quad (8.4)
\]

\( R \) is calculated by summing the partial ranking score of each cover in the complete cover set, \( C \), as show in Equation 8.1. Three additional equations are used for three different search types.

**Non-phrase proximity–ranked search** (Equation 8.2): The default non-phrase search scores the documents based on the keyword query location. Each cover is given a ranking between 0 and 1. A score of 1 is given if all the words in the cover, \( p - q + 1 \), are no more than \( H \) words apart. Otherwise, it is given a score inversely proportional to the distance of the cover. Previous research has shown that \( H = 16 \) produces good results [22].

**Unordered-phrase searching** (Equation 8.3): Unordered-phrase searching is defined as a search for a list of words that appear together with no other words in between, but the
order of the words is not considered. This is useful over traditional phrase searching if the order of the words is commonly transposed. This is oftentimes the case in some search phrases, such as dates (i.e., “January 1, 2011” vs. “1 January 2011”). A score of 1 is given to each cover that contains all keywords successively, that is, \( (p - q + 1) = |K| \) where \(|K|\) is the magnitude of the keyword set. All other covers receive a score of 0. Intuitively, this counts the number of times each phrase is contained in a document and gives it a rank equal to that count.

**Phrase searching** (Equation 8.4): Phrase searching is very similar to semi-phrase searching except the ordering of the words matters. A search for “January 1, 2011” would not find a document that only contained “1 January 2011.” Therefore, a score of 1 is only given to a cover if its cover distance is \(|K|\) and the locations of each keyword, \(l_i\), in that cover are in ascending order relative to their original search query index location.

After ranking, the results are returned to the client (step 4 in Figure 8.1). The client selects the document(s) that he or she wants to read and, via the client-side server, makes a second communication requesting the fully encrypted versions from the cloud. These documents are decrypted by the client-side server and returned to the client in plain text.

### 8.3.7 Headlining

“Headlining,” often called “output contexting” or, informally, “snippets,” is when the search engine returns to the querier a set number of words or lines that appear before or after the matched search term(s). Headlining is present in many commercially available unencrypted search engines and text search utilities [23]. The content column in Table 8.6 shows an example of headlining for the search query “heart disease.” This is an important and key feature as it gives the client a context of how the search term(s) was used in the document, allowing them better insight as to whether to read the full document or not.

#### 8.3.7.1 Naïve Solution

In unencrypted search engines, headlining is possible by returning the indexed words that appear next to the search keywords. Most search engines store word locations in their database. Depending on what indexes are present, headlining can take advantage of spatial locality and simply return the previous and subsequent row. If the document is not indexed by word location, a separate query may have to be processed, but in either case, the overhead is minimal.

Headlining in encrypted search engines is much more difficult as word locations are encrypted and the cloud server has no knowledge of their true values. There is a naïve solution to the problem, however. Because the cloud server does return the encrypted document identifiers, the client-side server can decrypt these values and then create a second request for the full documents. The

---

**TABLE 8.6**

<table>
<thead>
<tr>
<th>DocID</th>
<th>Encrypted Results</th>
<th>Encrypted Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>f7b:488Burh1fH</td>
<td>487:F1vFFNWp =</td>
</tr>
<tr>
<td>5</td>
<td>487:AjDL7i1Bo = =</td>
<td>f7b:1tsaFv1lBhY</td>
</tr>
<tr>
<td>10</td>
<td>F7b:XnSh0NB+u</td>
<td>487:JnhVD5N7a</td>
</tr>
</tbody>
</table>

**Note:** The keyword truncation index and the location data are shown in their true encrypted form (in Base 64). DocID 13 is not returned because it does not contain both of the search terms.
client-side server could then search the full documents for the corresponding keywords and create headlines in this manner.

This solution is poor. The bandwidth required to send a potentially large number of fully encrypted documents would create a bottleneck for even the fastest Internet connections. This could be substantially alleviated by only requesting the documents ranked highest from the ranking function. However, by reducing the bandwidth overhead, we increase the potential information leakage. By immediately requesting the full documents of the top results, we give the untrusted cloud server insight into what is contained in the encrypted documents. To efficiently implement headlining, we need an elegant, lighter weight, and more secure solution.

8.3.7.2 Proposed Solution

To implement headlining without the downfalls of the naïve solution in our proposed encryption search engine, we can first divide full documents into fixed-sized parts and then conduct document encryption on each part (see Figure 8.11). Each part would be stored with an encrypted unique identifier that includes both the full document’s ID and the part’s section number. The details of document splitting and its security repercussions are discussed in Section 8.6.3.

A second handshake is then added between the trusted client-side server and the untrusted cloud server. As shown in Figure 8.2, after receiving the unranked encrypted result list (step 3), the client-side server proceeds as normal, decrypts the results, and ranks them. From the top results, the client-side server then determines the subsection names and queries the cloud for these encrypted subsections of the documents (step 4). After the cloud returns these subsections of documents (step 5), the client-side server decrypts them, formats the output, and returns the headlining to the client (step 6).

While our method does allow for such advanced search techniques as headlining, extreme care must be taken to ensure additional information is not transmitted to the untrusted cloud. As discussed in Section 8.6.3, the naïve approach described above leaks information regarding query ranks and individual word locations. Given a large set of search histories, it is conceivable that a malicious cloud could attack the encrypted documents via frequency-based analysis attacks.

For example, to ensure not exposing additional information to the untrusted cloud, all documents’ fragmented parts and their document IDs and section IDs are encrypted. The cloud cannot tell whether any two encrypted document parts belong to the same document or not. In this way, the cloud cannot infer the query ranks of documents based on the headlining query in step 4.

8.4 IMPLEMENTATION

The following sections of the chapter are divided into three parts in which we detail a phrase ranking encrypted search application we developed to test our design model and obtain experiment results in speed, bandwidth, size, and security. In Section 8.5, we show our experimental results and evaluate our design compared to similar other encrypted and non-encrypted searching designs. Section 8.6 covers security. Future work and further research paths are covered in Section 8.7.
8.4.1 Design Goals

To create usable searching for documents, we must ensure that the following goals and requirements are obtained concurrently.

*Intelligent results ranking:* Instead of designing a system that return results arbitrarily, by Boolean operators, or word counts as previous research has done, our design must rank the results by an efficient algorithm that ranks documents with keywords that appear closer together higher.

*Minimal bandwidth overhead (efficient):* The system must be able to return real-time results at high-speeds and utilize only a modest amount of bandwidth.

*Minimal information leakage:* Ideally, no information other than the outcome of a search would be leaked to the server. In practice, this strict definition is rarely held with perhaps [24] being the only notable exception. We relax this restriction and leak some information that cannot be used to reconstruct data or searches, such as user's search patterns and frequency data associated with encrypted keywords. In Section 8.6, we outline potential attacks that target these leaks and discuss techniques to avoid these.

8.4.2 OpenFTS

To build a working implementation of our encrypted phrase-ranking search, we modified and rewrote the free and open source application OpenFTS written and designed by Bartunov, Sigaev, and Wickstrom [25]. Specifically, OpenFTS is a search engine written in Perl for PostgreSQL. Because PostgreSQL's TextSearch (tsearch2) functionality is inherently made for natural languages and not for encrypted data and custom data structures, it has strict limits on the size of the database rows and type of data allowed in it. MySQL has looser limits on these, and therefore, when rewriting OpenFTS, we modified it such that it would be compatible with MySQL.

OpenFTS's Perl front end allows custom configuration of an indexer, parser, stemmer, dictionaries, search functions, and other cosmetic methods that are not of integral importance to the novelty or functionality of our search method but instead show that our method can be extended to include all of these modern searching devices.

The indexer was completely rewritten to encrypt the corpus of documents prior to sending them to the cloud server. The search function wrapper was modified to encrypt the query and decrypt the results to be further ranked and displayed to the end user.

8.4.3 MySQL Full-Text Search

Full-Text Search is a natural language text search engine that has been integrated into MySQL natively since version 3.23 [26]. It provides the functions and storage of the encrypted documents, location values, and document names.

We chose to use this implementation for its lack of restrictions on the full-text data type field and its support of inverted indexes. Whereas a traditional index maps keys to values (or documents to words in our case), an inverted index reverses this and maps words to the documents that contain them (see Table 8.3). Native support of inverted indexes is a necessity for our search engine to be scalable and efficient when indexing a large repository of documents. While it does support this natively, the indexing built into MySQL would have attempted to index the encrypted location data just as if it were a keyword. This would have created giant index tables and have rendered any index useless. However, through custom modifications to the MySQL source code, we were able to restrict the indexing to only the pertinent data, that is, the truncated encrypted keywords.
8.4.4 CLOUD DATABASE REPRESENTATIONS

While we built our preliminary implementation using a relational database and Perl, preliminary results (Figure 8.4) indicated that very large datasets might not scale as efficiently as we had hoped. Using a database designed from the ground up for clusters and large cloud computing is one solution to improve performance and help achieve part of our second design goal (efficiency and speed). To this end, we rebuilt, from the ground up, a new version of our system that was based on a cloud, nonrelational, document-oriented database.

While the features of most NoSQL and cloud databases are quite limited to that of the mature and rich feature-set of MySQL, they typically do offer benefits that MySQL does not. Specifically, they offer easy-to-implement horizontal scalability (sharding) to distribute a database over a cluster of computers as well as replica sets and database mirroring. Map/reduce functions replace complex SQL queries to aggregate our encrypted data. However, perhaps the biggest advantage of a NoSQL database is the document-oriented storage. While this does add significant space overhead and increases the total size of the database on the disk, this greatly reduces the complexity, increases the verbosity, and allows for much more efficient sharding because each document is self-contained and can be moved individually.

The overall design of our system transcends any specific database requirements. However, for our experiments we used MongoDB. The same index architecture described in Section 8.3.3 is used with the modification that, instead of each row in the index corresponding to a specific encrypted document, each encrypted document and a set of the truncated and hashed words in that document are stored in their own JSON-like document as shown in Figure 8.3. To allow for quick accessing and querying, the MongoDB database is then indexed on the encrypted document’s docId and the encrypted word’s truncHash.

8.4.5 IMPLEMENTATION OUTLINE

To implement a secure searching scheme, we took dedicated care to ensure that our design goals were never broken. Therefore, the trusted client-side server must accomplish all of the indexing, encryption, and decryption.

8.4.5.1 Indexing

Indexing of the corpus takes place prior to keyword searches and is completed by the client-side server. Future and continuous indexing is possible as each document is self-contained in its own encrypted form as shown in Table 8.1 and Figure 8.6. However, recreating the inverted index is a time-consuming task. It is assumed that the encrypted index is updated at an order of magnitude less frequent than keyword searching takes place.

FIGURE 8.3 Every document and a set of its words are stored in JSON-like documents in our cloud database. Each encrypted word is linked to its containing document via the docId key. The locations for the word and its hash-collision value are stored in the encryptedIndex&LocationData field.
Scripts parse each unencrypted plain text document into its root stems. For example, *diseases* and *diseased* would both become the keyword *disease*. At this point, very common words, such as the conjunctions *and* and *or* as well as other words that appear in most documents but provide little insight or distinguishing value are removed (these common words are called *stop-words*). We encrypt each keyword using a symmetric-key cipher. The location of each keyword in the document is also encrypted. In our implementation, we used AES for its security (any kind of symmetric encryption algorithm can be used in practice). The encrypted keyword is then truncated to a specified number of bits, $\beta$. The client then searches the truncated index array for the index number corresponding to this encrypted keyword. If the full encrypted keyword is not already contained in the index array, it is appended to the end, and the truncated index becomes one greater than the previous maximum truncated index for the corresponding bits. The index and location data are salted and encrypted via AES. For the MySQL representation, this is then appended to the encrypted truncated keyword and transferred to the cloud to be stored in a custom-made MySQL structure. Because the NoSQL cloud database is schema-free, we can avoid this complexity and transfer the encrypted truncated keyword and location data separately.

Finally, once the encrypted index is transferred to the untrusted cloud server, an inverted index of the table is created to allow queries to be a function of the number of unique encrypted keywords.

### 8.4.5.2 Searching

Our implementation of searching closely follows that described in Section 8.3.5. Just as in indexing we modified the OpenFTS code to parse the keyword string for stop-words and stem each keyword to its root, we then encrypt and truncate each keyword using the same AES algorithm, salt, and $\beta$ value that were used in indexing. A SQL or MongoDB query is formed and transferred to the cloud to run against its database.

In the MySQL implementation, the query is first compared against the inverted index to find which documents (and their corresponding rows in the index) contain the keyword set. Then these rows are analyzed, and the encrypted truncated keyword index and keyword locations are returned to the client-side server.

In the MongoDB implementation, a query will first collect all matching encrypted word’s *truncHashes* and return the *docIds* and *encryptedIndex&LocationData*. On conjunctive searches, documents without a full set of matched *truncHashes* will be filtered. The location data is then aggregated by *docId* and returned to the client-side server for decryption.

Our modified OpenFTS code then decrypts the keyword index and locations using the same symmetric key that they were encrypted with. It discards any results with truncated keyword indexes that do not correspond to the keyword being searched and then calls the ranking function described in Section 8.3.6. All document ranks are then normalized, sorted, and thresholded to the maximum number of results requested. This sorted list is finally returned to the client.

### 8.5 EVALUATION

To evaluate our proposed encrypted phrase searching and ranking search engine, we indexed our encrypted modified search engines and an unencrypted standard OpenFTS/MySQL full-text search database as our control with more than 500,000 emails. Numerous queries were run to compare the two search engines for speed, bandwidth, size, and security. It is expected that our methods would add certain overhead to all of the benchmarks.

### 8.5.1 DATA SET AND EXPERIMENT SETUP

For our sample data set, we used a collection of more than 500,000 emails from the former Enron Corporation that were made public by the Federal Energy Regulatory Commission during their investigation of Enron in 2003. This plain text email archive, with attachments removed, contains
more than 1.8 GB’s worth of data. We formatted the data to be compatible with our indexer and removed attachments and nontext words, such as XML tags and binary data. The email archive we used, along with a comprehensive description of the data set, can be found at http://www.cs.cmu.edu/~enron/.

So far, we have found little previous research on encrypted search engines that have ever tested their system on a similarly sized corpus. Many used corpuses of size less than 1% of ours [2,11] while others [1] stopped their results at 100,000 documents.

We used four commodity computers to conduct the experiments. For the MySQL experiments, one computer behaves as the client-side server and another computer behaves as the cloud server. For the MongoDB experiments the data was sharded across three computers with one of the three computers also acting as the shard server; the last computer takes the role of the client-side server. Each computer was installed with Ubuntu 11.10, MySQL 5.1.58, MongoDB 2.4, Perl 5.12.4, and OpenFTS 0.40 as well as the custom-built software described in Sections 8.3 and 8.4. These computers were connected through Ethernet LAN. We used a Linux IP network monitor, IPTraf, to capture the network traffic between the client-side server and the cloud server [27].

8.5.2 Speed

For our search speed experiments, we eliminated the network overhead, lag, and transfer times associated with communicating across a WAN and analyzed these aspects in Section 8.5.3. Instead, we only calculate the time it takes for the cloud server to run its queries and return with the results. Furthermore, to eliminate external factors, such as initial index caching and set-up times, all searches are run on a hot database.

The speed of individual search queries varies proportionally to the number of documents containing the set of keywords in the query and the number of keywords in the query. The latter is due to the overhead of filtering keyword results in conjunctive searches that are not contained in all documents. Figure 8.4 shows this relationship for queries contained in 100 documents to 22,000 documents. Most reasonably, descriptive queries are returned in well under 10 seconds. It should be noted that many extremely common words, such as conjunctions and pronouns, are included in our stop-word set and thus not included in the index. The difference between MongoDB and MySQL in
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**FIGURE 8.4** The average search time in relation to the number of documents returned with a total corpus size of 517,214 documents and $\beta = 12$ bits. Search time is proportional to the number of documents returned and the number of keywords searched for. For comparison, the times for an unencrypted search are provided as well.
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this regard is not significant. However, MongoDB tends to perform slightly worse when the number of returned results is small but better on larger return sets.

While the more keywords used increases the search time for encrypted searches, it is mitigated by the fact that it also considerably decreases the number of documents returned. It is worth noting that for unencrypted searches adding additional keywords adds relatively no overtime time (Figure 8.5).

A prohibitive part of extremely large search returns is the bandwidth considerations of transferring the results to the client-side server to be ranked. Because documents cannot be excluded prior to being decrypted, the server must either arbitrarily trim its result set (thus risking filtering a document the user was actually searching for) or return megabytes’ worth of data to be filtered by the client-side server. Server trimming and suggesting the user create more descriptive search queries are compromises that we could implement to handle the problem gracefully.

8.5.3 Bandwidth Usage

In the encrypted method, bandwidth is dependent on the number of documents returned, the number of query keywords, and the number of instances the query words appear in those documents. However, the unencrypted comparison engine is only dependent on the number of documents returned. For example, “stock” appears often in the documents in our testing data set.* It is located in 14,828 emails out of the 517,214 emails in the data set with a total of 63,316 appearance times overall for an average of 4.27 times per email. However, another 1412 documents contain words that encrypt to the same bits as “stock” (when truncated). These additional documents are returned as well. The bandwidth required to search for “stock” in our encrypted MySQL database is roughly 1214 KB and even larger in MongoDB. “Dear,” on the other hand, is a word that typically begins letters in the English language but rarely appears otherwise. It is contained in 20,093 emails but only 1.12 times per email. In addition, 1076 other documents have keywords that collide with “dear.” Therefore, the bandwidth needed to search for “dear,” 1094 KB (MySQL), is less than that of “stock” even though there are almost 5000 more emails with “dear” in them. In contrast to the encrypted searches, both of these search terms lie almost directly on the line of best fit for the comparable unencrypted searches and require 1.6 to 3.8 times less bandwidth than their encrypted MySQL counterparts.

* “Stock” and “stock price” were routinely used multiple times per email in the Enron company-wide emails.
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Figure 8.6 compares the overall bandwidth usage for an average three-word search with different β values for both the MySQL and MongoDB implementations. The size of the data that is eventually filtered out due to hash collisions is shown with dashed lines. As stated previously, MongoDB adds considerable overhead due to each truncated hashed keyword being contained in its own JSON-like document in the database. This is an unavoidable artifact of NoSQL databases and the design choice to index each truncated keyword separately. The size was slightly reduced by reducing the length of the key names (contained in each and every document) to only 8 bits.

A considerable amount of bandwidth transferred is due to the salting of the AES encrypted blocks. In fact, because each keyword’s location and truncated keyword index is salted individually and each salt is 8 bytes plus an attached header, between 25% and 50% of the bandwidth is due to the salt. By reducing the size of the salt or removing the header altogether, this overhead can be greatly reduced while the former sacrifices security; the latter’s only consequence is slightly more complexity on the client-side server for decryption.

The bandwidth needed to perform a search varies by the number of keywords specified. Figure 8.7 compares bandwidth usage for searches between one and three keywords. While the increase in the number of keywords used does increase the bandwidth by roughly 90% per keyword, this effect is countered by the fact that adding keywords substantially decreases the
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**FIGURE 8.6** The average bandwidth used for a three-word search phrase. The fewer bits per index word used results in roughly 21% more bandwidth needed to transfer the database result set and the more filtered results (wasted bandwidth, that is, bandwidth associated with documents that were returned only because of keyword collisions).
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**FIGURE 8.7** Bandwidth needed for 12-bit truncated keywords with variable number of keywords in the search query with the MySQL implementation. The trend line for each group is shown in the graph.
number of documents returned. For example, to return 10,048 documents with one keyword, a relatively uncommon word, “green,” was chosen. However, to return roughly the same number of documents with four keywords, four of the most common words in the English language had to be used (“make,” “time,” “first,” “like”). Each of these words is between 10 to 50 times more common than “green” [28].

8.5.4 Database Size

The database size is the last portion of our model that we analyze. It is expected that the encrypted index adds overhead compared to a non-encrypted index, which has a high rate of compression. These compression techniques are rendered useless due to the randomized nature of the encryption algorithms in our encrypted search. In addition, our index size is expected to be much larger than previous work that used Bloom filters and database indexes without storing location information. Bloom filter sizes are typically a function of the number of unique words in a document. Our inverted index is also a function of the unique words; however, the size of our non-inverted index is proportional to the number of total words.

Figure 8.8 compares the overall storage size for our encrypted databases and a standard MySQL Full-Text search database indexed with the same documents but unencrypted. The MySQL encrypted database is larger but by a relatively small amount. For a database size of 2.6 GB, our encrypted solution is only 1.15 GB larger than its unencrypted counterpart. The MongoDB encrypted database is significantly larger than both by roughly a factor of four. This is due to the extensive overhead and repeated metadata encountered by storing each document and individual truncated hashed keyword as a MongoDB document.

Direct comparison with other encrypted searching schemes is difficult as much of the previous work either did not publish results of the size of their system or focused on much smaller sample corpus sizes than ours, often with less than 5000 documents [11]. However, to further show the claim that our approach is efficient, Figure 8.8 does show that the size needed to store both of the encrypted databases tested and original documents scale linearly with the corpus size.

![Graph showing database size vs corpus size](image)
8.6 SECURITY ANALYSIS

In Sections 8.6.1 and 8.6.2, we analyze an attack on the encrypted index as well as the tradeoff between the number of bits used in the encrypted keywords and the bandwidth usage. Finally, in Section 8.6.3, we propose a solution for encrypting documents in parts (introduced in Section 8.3.7.2), which improves the overall security of the system.

8.6.1 FREQUENCY ANALYSIS OF ENCRYPTED KEYWORDS

Our proposed method still has areas that could be attacked. Even though there is a many-to-one relationship between keywords and their encrypted counterparts, not all encrypted values are equally distributed. For example, in a 13-bit keyword truncated index, the encrypted keyword “0E18” is contained in 262,941 documents (roughly half of the corpus) while “1C91” is in only 1005 documents. This is not all that surprising as the extremely common word, “Enron,” encrypts to “0E18” while a much more rare word (such as jackal, among others) encrypts to “1C91.” Nevertheless, despite the fact that multiple keywords encrypt to the same values of “0E18” and “1C91,” a very large index value suggests that a common word may map to this (see Figure 8.9). For larger truncated bit values this disparity typically only increases.

To prevent information leakage, in a perfect model, all encrypted keyword strings would be uniformly distributed across documents instead of arbitrarily assigned by truncating encrypted values. Because the unencrypted to encrypted keyword map is completely contained on the client-side server, an algorithm to create a model to perform this could be implemented. A random sampling of documents could be taken. At this point, keywords contained in all or almost all documents (such as email headers and company names) could be added to the stop-word list and removed from the index. Finally, instead of the encrypted keywords being sorted into bins by a truncated value, they could be arranged such that it approximates a uniform distribution. Thus, the spikes in Figure 8.9 would be reduced, and the mean and median value’s difference would decrease.

8.6.2 ANALYSIS OF KEYWORD Collisions

In the previous section, it was explained that using more bits used for the truncated encrypted keyword leads to reduced security from an attack on the index. In addition, the more bits used for
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**FIGURE 8.9** The number of documents that contain the truncated encrypted keyword ($\beta = 13$). Each line corresponds to a single encrypted keyword. Note that a few major outliers dominate the set. An analysis attack can conclude that these encrypted keyword values likely correspond to common words.
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Truncated encrypted keywords also reduces the number of collisions (Figure 8.10). However, using more bits for encryption greatly decreases the bandwidth and thus the speed of searches (Figure 8.6). Therefore, there is an inverse relationship between the security of the database and bandwidth and the speed of the searches. It is important to understand the data set being used and to choose a sufficient $\beta$ such that the collisions sufficiently interrupt any brute force or analysis attacks but also manages bandwidth considerations.

8.6.3 Headlining Document Retrieval

In Section 8.3.7, we suggested a method to implement headlining in our search engine. The headlining implementation may be vulnerable to an additional security attack. For headlining, the trusted client-side server would request the documents with the highest ranked scores, decrypt them, and then show textual context around the search terms found. Because each search results in an immediate request for the highest ranked documents, a malicious cloud server could associate the encrypted search keys with the headlining documents requested. Because it is known that a higher ranked document likely has the search keywords in closer proximity than a lower ranked document, with enough searches that return a single document, a malicious cloud server can begin to map encrypted keywords together. To alleviate the large amount of bandwidth needed to send multiple files that are potentially very large across the network, we suggested in Section 8.3.7.2 encrypting each document into fixed-sized parts. Incidentally, this method, as explained below, can also be used to diminish the security attack presented above.

Figure 8.11 shows a standard method of associating each document with exactly one fully encrypted version. Document 5 is always associated with encrypted document $\alpha$. If document 5 contained its corresponding contents from Table 8.6, a search for “heart disease” would likely request

```
Figure 8.10  Relationship between the number of bits used to encrypt words and the average number of collisions between encrypted keywords.
```

```
Figure 8.11  Separating documents into parts and encrypting them creates a many-to-many relationship. The cloud does not know which set of partial documents constitutes a full document.
```
this document for headlining. A malicious attacker with access to the cloud’s database could know that $\alpha$ contains the encrypted keywords and likely contains them in close proximity. This information can be used by itself or be used in conjunction with other leaked data (such as a specific keyword’s encrypted values) to further reduce the security of our system. While papers [19,29,30] have proposed workarounds, leaking a user’s results and search patterns is a problem with almost every encrypted search method [20,21]; we can reduce the severity of it in ours by implementing headlining and encrypting in parts.

Encrypting in parts works as follows. Each document is split into a variable number of parts, depending on the length of the document. These partial documents have a metadata field that stores what original documents they belong to and where they are located in each original document. For example, document 5 is split into $N$ partial documents, 5.1, 5.2, ..., 5.$N$. Each of these partial documents is encrypted separately and ordered arbitrarily on the cloud server. If a search for “heart disease” returns with the information that document 5 contains the phrase starting at location index 12, the trusted client server will determine this corresponds to the third partial document of 5 and request only 5.3 be returned. Using this method, the cloud server cannot exploit the headlining request to piece together encrypted partial documents to make an encrypted full document. Figure 8.11 shows the one-way, many-to-many mapping between partial documents and encrypted partial documents.

In this way, the client-side server requests an encrypted partial document instead of a full document while headlining. A malicious cloud server would only know that there is a partial document in which one or more of these encrypted keywords are present, in other words, that the search returned a non-empty result set. Because headlining requests many encrypted partial documents at once, the cloud server would not even be able to tell which full documents contain the partial documents that were requested. Finally, encrypting in parts actually offers the potential of reducing space by associating redundant data via links similar to data duplication in hard disks.

8.7 FUTURE WORK

The field of encrypted searching is wide and only truly in its infant stages. While our method does allow for proximity ranking and phrase searching, two important missing links, it still falls short on many others. The Holy Grail of encrypted searching is the ability for data owners to separate themselves from the management of the data users while having untrusted cloud providers continue to filter ranked results. We strategically avoid this by having a trusted client server that acts as a middleman and routes traffic and decrypts partial results. The research is moving in a direction in which this may be possible.

Current research by W. Lou and Y. T. Hou is taking the approach of encrypted trap door functions to new levels. Recent publications [4,31] have allowed for ranking of the returned documents based on relevancy scores, bringing the feature set of this technique close to the previously described Holy Grail.

Our continuing research is aimed at managing users efficiently and removing the need for a centralized client-side server. User provisioning is key to our collaborative searching model. While revocation and creation of new user accounts is trivial with our client-side server model, the ability to have user classes is not. Allowing a subset of the users to search through only a subset of documents can be managed by filtering the results at the client-side server; however, this method is, at its core, document filtering based on criteria and offers little value to the encrypted searching community.

Two better methods are in the works: a method that transfers the user privilege level to the cloud and only returns the results that are equal to or below the user’s level and a method that will transfer a key to the client-side server and return all results, but using the transferred key, only those that are equal to or below the user’s level are able to be decrypted.
In the near future, with the increased feature sets and performance of encrypted searching, we predict that it will enter the mainstream computing environment. Once this occurs, user privacy as well as a cloud server's legal protection will drive the expectation that all data on cloud servers be encrypted [32].

8.8 CONCLUSION

We propose a unique and novel encrypted keyword searching design with proximity ranking and phrase searches within the cloud. We design a four-step solution that safeguards the document’s contents while still allowing for efficient searching and ranking of results that is a function of the number of unique keywords. We have developed two fully functional prototypes that can work within the confines of real-world response times on a large-scale data set. In practice, we show that the size of overhead of the encrypted indexed database is a linear function of a non-encrypted index. Finally, whereas non-encrypted proximity ranking models have a roughly static bandwidth usage per search, our model is dependent on the number of documents with the query keyword set.

AUTHORS’ BIOGRAPHIES

Steven Zittrower is a PhD student at the University of Central Florida under the direction of Dr. Cliff Zou. Previously, he received his master’s degree in computer science at Central Florida and his bachelor’s degree in computer engineering and mathematics at Vanderbilt University in Nashville, TN. His interests include network security, cryptography, searching, and algorithmic studies. In his spare time, he enjoys programming, running, biking, and travel. He currently resides in Orlando, FL, USA.

Cliff C. Zou received the PhD degree in the Department of Electrical and Computer Engineering from the University of Massachusetts, Amherst, MA, in 2005.

He is an associate professor in the Department of Electrical Engineering and Computer Science, University of Central Florida. His research interests include computer and network security, computer networking, and performance evaluation. Dr. Zou is a member of ACM and senior member of IEEE.

REFERENCES


Intrusion Detection for SCADA Systems

Alaa Atassi, Imad H. Elhajj, Ali Chehab, and Ayman Kayssi

CONTENTS

9.1 Introduction .......................................................................................................................... 211
9.2 Previous Work .................................................................................................................... 212
9.3 System Design .................................................................................................................... 215
  9.3.1 Markov Chains ............................................................................................................ 215
  9.3.2 Design Modules ........................................................................................................ 217
    9.3.2.1 Feature Extracting and Parsing Module ......................................................... 217
    9.3.2.2 Learning Module ............................................................................................... 217
    9.3.2.3 Detection Module .............................................................................................. 218
9.4 Experimental Setup and Results ......................................................................................... 218
  9.4.1 The Detection Engine ................................................................................................. 218
  9.4.2 Data Set Description .................................................................................................. 219
  9.4.3 BACnet Protocol Features ......................................................................................... 219
  9.4.4 Detection System Analysis for No Attack Case ....................................................... 221
  9.4.5 Attacker Model ......................................................................................................... 223
    9.4.5.1 Replay Attack Analysis ...................................................................................... 223
    9.4.5.2 Man-in-the-Middle Attack (MIM) Analysis ...................................................... 224
    9.4.5.3 Malicious Command/Response Injection ......................................................... 225
    9.4.5.4 Denial-of-Service Attack Analysis .................................................................... 227
    9.4.5.5 Scanning Attacks Analysis ............................................................................... 227
  9.4.6 Experimental Results Analysis .................................................................................. 228
9.5 Conclusion .......................................................................................................................... 228
9.6 Potential Areas for Future Work ....................................................................................... 228
Acknowledgments .................................................................................................................. 229
Authors’ Biographies ............................................................................................................. 229
References ............................................................................................................................... 230

9.1 INTRODUCTION

Supervisory control and data acquisition (SCADA) systems are used in industrial systems that run automated processes to perform various industrial tasks. SCADA manages and controls a variety of systems, including cooling, ventilation, and power distribution and generation in addition to sensitive processes such as nuclear fusion. Statistics show that roughly 80% of the power facilities in the United States are controlled by SCADA systems [1]. A SCADA system allows for convergence and interconnectivity among many networks and nodes through many types of protocols, including the Internet protocol (IP) [2]. This wide scope makes the system vulnerable to widely known attacks in addition to the vulnerabilities in SCADA systems themselves.

However, traditionally, when designing SCADA systems, the main concern was performance. The security of SCADA systems had not been the main focus until relatively recently after several
security incidents had been reported. In March 2000, the communication among pumping stations in Maroochy water services in Australia were lost, and the pumping stations did not operate properly. It was thought that alarms were raised due to a technical problem, but the staff discovered that someone had hacked the system and caused this cyber incident [3]. In August 2003, a computer worm bypassed the control room firewall and affected the SCADA control systems at the Davis-Besse nuclear power plant network in Ohio [4]. This trend culminated with Stuxnet [5], a SCADA–specific malware discovered in July 2010. Stuxnet is a sophisticated malware that attacks specific types of PLCs and modifies their control to behave erratically.

These attacks led researchers to analyze SCADA systems vulnerabilities. Vinay and Ronald assessed the security of several protocols and concluded that the hardware and software of the commercial off-the-shelf protocols concentrate on the performance of SCADA systems and mostly fail to increase their security, leading to several vulnerabilities at different OSI layers [2]. Others addressed common protocols used in SCADA systems and provided recommendations emphasizing access control, including firewalls and intrusion detection systems, running vulnerability assessment, introducing cryptography, paying more attention to each device and OS security as well as providing a proper management to organize the security of SCADA systems [6].

Thomas Kropp [7] gives an example of one SCADA system that employs TCP/IP protocol and common operating systems for monitoring purposes. Such a system is vulnerable to both OS and TCP vulnerabilities. Applying patches for the OS in such systems is not an option because the system is not to be interrupted. Moreover, the same problems and attacks that apply to TCP can be executed against SCADA systems. Turk [8] introduces previous work on cyber attacks over control systems and discusses their serious consequences on the production processes. According to Turk, the main obstacles that face SCADA and its reduced security are the lack of awareness, the lack of efficient analysis, and the excess attention on financial repercussions. Luders has applied DoS and scanning attacks on PLCs from several vendors using the Ethernet protocol. Results show that 32% of the devices were vulnerable to DoS attacks in addition to 21% of them crashing during the scanning process, and 61% were scanned successfully [9]. More general attacks against PLCs are proposed by Kabay such as PLC password cracking and turning the device on and off remotely in addition to DoS attacks [10].

9.2 PREVIOUS WORK

In this section, we discuss the work done in the field of intrusion detection systems, particularly SCADA–specific intrusion detection systems. In addition, we compare our proposed method with previous work. Articles [11–21] discuss the work done on intrusion detection using the misuse detection techniques. Misuse intrusion detection is an approach based on using prior knowledge about an attack. On the other hand, in anomaly-based approaches [22–26], all the anomalies are considered as malicious activities. Unlike misuse-based approaches, in anomaly-based approaches the model is built depending on the normal behavior and activities of the system. Hybrid intrusion detection systems were designed to combine the properties of both the misuse-based and the anomaly-based detection [27–31]. Hybrid detectors offer the ability to inspect unknown attacks that deviate from the normal behavior of the network as well as previously known attacks. However, the work done lacks the detection of control-specific attacks that target SCADA systems [11–31].

Model-based intrusion detection for SCADA systems is designed [32]. It basically works on detecting the malicious code by checking the requests and the responses in a Modbus TCP/IP SCADA network. The model is designed by calculating a variable for a request and determining whether it suits a certain device or not; then the response is also monitored to check its conformity with the sent request. The limitation of this system is that it only detects the wrong command or response validity; attacks with valid command codes will pass undetected. An environment is provided that is distributed over the whole SCADA network to allow monitoring for network activities and hence the detection of attacks. The exact attack scenario has been defined [33]. The main drawbacks of this system are the complex design, the need for further offline analysis by an expert and attacks are not detected in real time. A forensic
system with a snort IDS has been designed [34]. The procedure starts by scanning the environment and recording the malicious activities; next, the activities are replayed and vulnerabilities are analyzed. When a malicious activity matches a vulnerability, we consider it as an intrusion, and a snort rule is created and tested. This system needs a high knowledge of building snort rules in addition to the complexity of network traffic analysis. An automatic software protection system has been proposed [35]. It monitors SCADA Modbus TCP/IP protocol and detects the attacks against it. The HMI attack is being detected through an anomaly-based detector that detects any deviation from the normal behavior of SCADA requests and responses by observing the Modbus header. Only Modbus TCP/IP protocol attacks are being detected, but Ethernet attacks will pass undetected.

An intrusion detection system based on neural networks for critical infrastructures was proposed [36]. The main contribution is adding a new window size feature to the set of features that are used in the neural networks training phase. Determining the proper window size for each type of attack is accomplished by an attribute extraction approach during the training phase. The neural network algorithm determines the boundaries of the normal and intrusive behaviors from the structured data set. This system only detects DoS and scanning attacks; a command-response injection will pass undetected. Researchers [37] implemented a detection technique that detects DoS attacks in addition to SCADA command and response attacks using a neural network algorithm. The training data set includes samples from normal behavior as well as some examples of false responses from MSU SCADA laboratory. The chosen input features are the water level, the command response frequency, RTU operating mode, and the state of the water tank pump. The detection rate of this system is high for the man-in-the-middle and DoS–based response injection but only 12% for the replay-based response injection. Moreover, the selected features and the built data set are only valid for the system used in the testing experiment; new feature selection is needed for each SCADA system.

An anomaly-based approach is proposed [38] based on pattern matching. The detection engine is trained for the normal behavior to build the normal profile of system indicators. These indicators are parameters such as CPU, link, and login information of the SCADA traffic. When the detection engine detects a non-predetermined behavior, an alarm is triggered. SCADA attacks that are based on normal behavior will pass undetected. A hybrid (anomaly and misuse) based detection system was proposed [39]. The system works as an application layer detector. The hardware of the intrusion detection system consists of three types of parallel detection. The interval-based sensors detect the variations in the normal frequencies of intervals between events. The procedure-based sensors observe the data of the execution patterns of different procedures. The misuse detectors observe the application-based codes looking for attacks based on known vulnerabilities. The limitation of this system is the complicated design, which requires placing sensors in each SCADA application.

A misuse detection system based on data mining algorithms was proposed [40]. The distributed architecture of this system sniffs the network data to extract the detection features and builds a profile of the current network status depending on the data mining algorithms. A set of rules extracted from the network status will be used in another classification process to detect attacks. Researchers [41] designed a Modbus/DNP3–based intrusion detection for critical infrastructure. Their method depends on the state of the system components and the correlations between these states. Each state is described by the registers and coils status for each particular component. The attack is detected when a variation from the built knowledge takes place. The main drawback of this system is its dependency on the Modbus/DNP3 communications protocol. Researchers [42] introduced a survey on intrusion detection for critical infrastructures. They stated that the IDS based on writing the normal and abnormal rules for a system will not give high detection efficiency, and at the same time, it gives a high false positive rate. They also stated that the normal anomaly-based and classification techniques still face the same issues of the regular intrusion detection systems. Moreover, they suggested using multi-agents, such as the mobile agents, to avoid the central point of failure in detection. Then they suggested a multi-layer framework that analyzes SCADA systems using multiple sensors.

The previously discussed works [32–42] either have some detection limitations against certain attacks or are specific to a certain protocol of SCADA systems and cannot be generalized. SCADA
intrusion detection articles introduce stateless detection systems and take their detection decisions based on single packet validity regardless of the sequence of packets. The system presented by Fovino et al. [41] is stateful, but it is based on the memory status in devices and not packets exchanged, which requires the detection engine to send queries to the system devices to read their memory status. This option is not preferred in most environments as it generates additional traffic and needs synchronization between devices. Based on the previously discussed work on SCADA intrusion detection systems, no detection technique detects all types of SCADA intrusions. Most of them either do not detect replay attacks or cannot detect attacks in real time. Our proposed solution

<table>
<thead>
<tr>
<th>TABLE 9.1</th>
<th>Intrusion Detection Systems Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real time detection</td>
</tr>
<tr>
<td>Our system</td>
<td>✓</td>
</tr>
<tr>
<td>Misuse detection techniques [11–21]</td>
<td>✓</td>
</tr>
<tr>
<td>Anomaly detection techniques [22–26]</td>
<td>✓</td>
</tr>
<tr>
<td>Hybrid detection techniques [27–31]</td>
<td>✓</td>
</tr>
<tr>
<td>Using model-based intrusion detection for SCADA networks [32]</td>
<td>✓</td>
</tr>
<tr>
<td>A simulation environment for SCADA security analysis and assessment [33]</td>
<td>✓</td>
</tr>
<tr>
<td>SCADA forensics with snort IDS [34]</td>
<td>✓</td>
</tr>
<tr>
<td>A testbed for analyzing security of SCADA control systems (TASSCS) [35]</td>
<td>✓</td>
</tr>
<tr>
<td>Neural network based intrusion detection system for critical infrastructures [36]</td>
<td>✓</td>
</tr>
<tr>
<td>On SCADA control system command and response injection and intrusion detection [37]</td>
<td>✓</td>
</tr>
<tr>
<td>[38] Anomaly-based intrusion detection for SCADA systems</td>
<td>✓</td>
</tr>
<tr>
<td>[39] Intrusion detection for embedded systems</td>
<td>✓</td>
</tr>
<tr>
<td>[40] High-speed IDS in support of critical infrastructure protection</td>
<td>✓</td>
</tr>
<tr>
<td>[41] Modbus/DNP3 state-based IDS</td>
<td>✓</td>
</tr>
</tbody>
</table>
is to design an anomaly intrusion detection system based on understanding the normal sequences of SCADA control systems and to detect all illegitimate system events or sequence transitions.

Table 9.1 summarizes the capability of each detection system. Most of the misuse-, anomaly-, and hybrid-based approaches detect DoS attacks and scanning attacks in real-time but fail to detect other types of intrusions on SCADA. Other SCADA–specific detection techniques, discussed earlier, detect more SCADA attacks but fail to detect them all, and some are not real-time detectors. Our approach detects most SCADA attacks in real time, such as command injection, replay, and man-in-the-middle attacks with high detection accuracy.

9.3 SYSTEM DESIGN

The design of SCADA networks is clearly different from regular Ethernet networks. The protocols used over the Ethernet operate differently than the ones in SCADA systems. Hence, the widely known intrusion detection systems will not give high detection accuracy if used to detect SCADA intrusions. New detection features and packet fields have to be specified in order to improve performance. Generally, we can differentiate the properties of SCADA communications from regular Ethernet communications as follows:

- SCADA communications can be represented with sequential patterns or a limited number of event sequences.
- A limited number of packet types is exchanged to achieve a certain industrial control process.
- Industrial control–specific protocols are used in SCADA systems, such as BACnet, Omron, Modbus, ISO-TSAP, etc.
- The effect of some widely known attacks might have devastating consequences on SCADA systems, for example, a replay attack with a legitimate packet that opens a water pump while the water level is still high.

Our approach is based on learning the legitimate sequences and defining Markov chains to model them. Then this model is used to detect any deviation from normal behavior.

9.3.1 Markov Chains

A Markov process is a type of stochastic process with added dependency. Each of the random variables depends only on the variable preceding it and is conditionally independent of all other variables. We call a discrete stochastic process \( X_1, X_2, ..., X_n \) a Markov chain or process if the following statement is true for \( n = 1, 2, ..., \) and so on.

\[
Pr(X_{n+1} = x_{n+1} | X_n = x_n, X_{n-1} = x_{n-1}, ..., X_1 = x_1) = Pr(X_{n+1} = x_{n+1} | X_n = x_n)
\]  
\[\forall x_1, x_2, ..., x_n, x_{n+1} \in X. \tag{9.1}\]

The probability mass function of these random variables can be written as follows:

\[
p(x_1, x_2, ..., x_n) = p(x_1)p(x_2|x_1)p(x_3|x_2)...p(x_n|x_{n-1}) \tag{9.2}\]

Another type of this process is the time-invariant Markov chain. We call a Markov chain or process time invariant if the conditional probability \( p(x_{n+1} | x_n) \) does not depend on \( n \), that is, for \( n = 1, 2, ..., \) etc.

\[
Pr(X_{n+1} = b | X_n = a) = Pr(X_2 = b | X_1 = a) \text{ for all } a, b \in X \tag{9.3}\]
In our system design, we assume that a Markov chain is time invariant unless otherwise stated. Moreover, we consider a one-step transition probability for the Markov model between each system state and the other. Generally, the transition probability, \( P_{i,j} \), is described as the probability the system is in a state \( j \) at time \( t + 1 \) if the system is in state \( i \) at time \( t \). When the system has a finite number of states \( 1, 2, \ldots, s \), the Markov model can be described by a matrix of transition probability:

\[
P_{i,j} = \begin{bmatrix}
p_{1,1} & p_{1,2} & \cdots & p_{1,s} \\
p_{2,1} & p_{2,2} & \cdots & p_{2,s} \\
\vdots & \vdots & \ddots & \vdots \\
p_{s,1} & p_{s,2} & \cdots & p_{s,s}
\end{bmatrix}
\]

where

\[
\sum_{j=1}^{s} p_{i,j} = 1.
\]

Another term to define is the initial probability of a certain state. The distribution of such probabilities is represented by

\[
Q = [q_1, q_2, \ldots, q_s]
\]

The initial probability defines the probability that the system is in state \( i \) at time \( t = 0 \). To compute the probability of a certain sequence of states, \( X_1, X_2, \ldots, X_s \), occurring in the context of the Markov chain model, we use

\[
Pr[X_1, X_2, \ldots, X_s] = q_{s_1} \prod_{i=2}^{s} p_{s_{i-1}, s_i}
\]

(9.4)

Assume that we have \( N \) system states and each state is represented by \( X_i \) as follows:

\[
X_0, X_1, X_2, \ldots, X_{N-1}
\]

To estimate the initial probability for each system state, we use the formula

\[
q_i = \frac{N_i}{N}
\]

(9.5)

where \( N_i \) is the number of the system states \( X_i \) in the state \( i \), and \( N \) is the total number of system states (system observations). To estimate the transition probabilities among the system states, the following formula is used:

\[
P_{i,j} = \frac{N_{i,j}}{N_i}
\]

(9.6)

where \( N_{i,j} \) is the number of the system states pairs or observation pairs \( X_i \) and \( X_{i+1} \) with \( X_i \) in the state \( i \) and \( X_{i+1} \) in the state \( j \), and \( N_i \) is the number of the system state pairs or observation pairs \( X_i \) and \( X_{i+1} \) with \( X_i \) in the state \( i \) and \( X_{i+1} \) in any one of the system states 1, 2, \ldots, \( N - 1 \).
9.3.2 Design Modules

The proposed SCADA intrusion detection is an anomaly-based detector based on the Markov chain model. It has three basic modules: (1) feature extracting and parsing module, (2) learning module, and (3) detection module.

9.3.2.1 Feature Extracting and Parsing Module

This module is used in two phases, the learning and the detection phases. It monitors the control traffic packet by packet to prepare it either for the training or detection phase. This module works as follows:

1. The module examines the packets included in the control process.
2. For each packet, IPs, MAC addresses, ports, and control fields are chosen as protocol features. These fields are chosen differently for each protocol to represent the current state.
3. The chosen fields are parsed from the original packets and forwarded to the hashing module.
4. The hashing module hashes these fields to create a packet digest.
5. Each message digest is forwarded either to the learning or to the detection module depending on the system state.

9.3.2.2 Learning Module

Because our detection model is anomaly based, the learning phase is very important to identify the normal sequences of packets. The normal behavior of the system is the basic key feature of the anomaly-based detection. First, the learning module receives the packet digests from the parsing module as a sequence of packets. The role of the learning module is to learn the sequences of packets depending on the Markov chain formulas and to calculate the initial probabilities of the system states in addition to the transition probabilities between each two system states.

The learning module recognizes each packet digest as a new system event from the sequence of events. Because each digest represents a fingerprint of a certain parsed packet, the similar digests represent the same packet and hence a similar system event. For each system event $X_i$, the initial probability $q_i$ is calculated using Equation 9.5. Moreover, for each two consecutive system events, $X_i$ and $X_j$, the transition probability is calculated using Equation 9.6. The initial and transition probabilities calculations are done for all packet sequences captured during the learning process. If we have a total of $S$ system events during the learning process, then $Q_s$ initial matrix with $S$ number of elements and $P_{ss}$ are saved as a normal profile for the sequence probabilities to be used later in the detection phase by the malicious sequence detection module. The learning module saves the $S$ states in a database in order to use them in the detection module.

If the sequence has the events $X_k$ and $X_l$ separately but not consecutively, the transition probability of this sequence $P_{kl}$, is assigned a very low probability, $P_{\sigma}$, by the learning module to avoid zero transition probabilities. Figure 9.1 illustrates the learning module algorithm.

![FIGURE 9.1 The learning module algorithm.](image-url)
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9.3.2.3 Detection Module

The detection module examines the current system states from the system events sniffed from the embedded parsing and hashing module similar to the learning module. The detection decision is based on the value of the system state probability. If the probability is high, it is more likely that it represents a sequence of normal system events. On the contrary, when the system state probability is low, it means one or more new system events have been injected into the normal sequence or a known system event has occurred in an unusual order.

Upon receiving new packets, the detection module calculates the system state probability for a window \( W \) of system events that contains \( n \) packets or system events. The purpose of the window-based calculation is to correlate multiple system events to each other. Because in a Markov chain each system event depends only on the previous state, taking a window of \( m \) events correlates more system events in one system state probability value. For example, choosing a window size of \( W = 3 \), the detection module calculates the state of three system events, one event for the initial probability and two events with transition probabilities system states. The values of the initial and transition probabilities used by this module to calculate the system state are examined from the initial and transition matrices calculated in the learning process. The system state probability is calculated according to Equation 9.4. The value of this probability is the key feature of making the detection decision as mentioned earlier. When a new system event is received, the window is shifted by one system event to the right, and the new probability is calculated for the new window that includes the new system event. Figure 9.2 illustrates the algorithm of the detection module.

9.4 EXPERIMENTAL SETUP AND RESULTS

In this section, we describe the experimental setup whereby we assess the detection accuracy of our SCADA intrusion detection system.

9.4.1 The Detection Engine

The detection engine is implemented on Linux Ubuntu 11.04. The parsing, learning, and detection module codes are written in C language. The Pcap library is used because the code contains a live sniffer to capture network traffic. The learning phase, as explained in the system design, takes place before setting up the detection engine to start the detection process. The learning module extracts the learning data from the data set captured from the American University of Beirut (AUB) control infrastructure described in the next section. After the learning module extracts the normal sequence of system events and calculates the initial and transition probabilities, the detection module is ready to detect any abnormal sequence. We conduct our tests on the captured data set by applying different types of attacks.
9.4.2 Data Set Description

The data used for training and testing is captured from the American University of Beirut (AUB) Building Management System (BMS) control infrastructure. The data is captured using the Wireshark network sniffer [43] and saved to files because the BMS system is running on a 24/7 basis, serving different control procedures in many buildings. The BMS network of AUB has three sub-BMS systems:

- BMS of the power plant has seven direct digital controllers (DDCs), which include the load shedding of the chillers of six buildings.
- BMS of the cooling tower has one DDC.
- BMS of the pump room has two DDCs and includes the pump room station and one additional building.

In this experiment, we sniff the data of the pump room BMS system. There will be an exchange of information with other BMS systems, but mainly, we will describe the system that controls the water pumps. The water pumps are controlled by the Siemens BMS system via Variable Frequency Drives (VFD). The ventilation of pump room exhaust and fresh air fans, the fuel level, and the system fire pressure are also connected to the BMS. There are two main tanks and an elevated tank. The cold water is stored in the main tanks. Each tank is equipped with a pressure sensor (to check the water level) and a float switch. The cold water is lifted from the main tanks to the elevated tank by three identical water pumps, one duty and two standby, controlled by three Variable-Frequency Drives. The elevated water tank is the source of water distribution to different users.

This BMS also controls a fire alarm system with a set of two identical diesel fire pumps and one jockey pump in addition to a pressure sensor and main fuel tank with a solenoid valve and fuel meter model. Moreover, the BMS controls two fresh air and exhaust fans that form the room’s ventilation system. The ventilation system is also equipped with a room temperature sensor in addition to a VFD for each fan.

The sequential operation of the water pumps can be summarized as follows: cold water will be lifted by the duty pump from the main tank to the elevated tank when the water level in the main tank is above the low level 3 and the water level in the elevated tank is below level 1. The duty water pump will stop either when the elevated tank is at high level or when the water level in the connected main tank is below low level. In the fire system, the level is sensed by the respective pressure sensor, and the diesel fire pumps are supplied by the fuel accordingly. DDS controls the solenoid valve according to the level in the main fuel tank. When the fuel level reaches the overview level, the solenoid valve will be closed after a minute. An audible alarm will be generated at the filling station if the fuel level reaches the high level during the filling process.

In the ventilation system controls, fans will start up automatically from the DDC depending on a predefined time schedule. The DDC will generate a fault schedule if one of the fans failed to start or stop during the operation.

The data is collected for the SCADA and BMS system, which includes monitoring and control devices. The control data was mirrored to a switch port in order to collect the control packets of all systems that should be monitored. The control protocol used to exchange the control data in this setup is BACnet/IP. We captured BACnet control data for two working days separately, a weekend, and two consecutive weeks.

9.4.3 BACnet Protocol Features

As we mentioned previously in the system design, each system event is characterized by specific protocol features extracted from the packet fields. In our testing environment, the BACnet protocol is used and the headers in BACnet have been chosen to represent each packet in the learning and detection phase. The BACnet features, illustrated in Table 9.2, are specific to the BACnet protocol.
TABLE 9.2
BACnet/IP Detection Features

<table>
<thead>
<tr>
<th>Feature</th>
<th>OSI Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source/destination MAC addresses</td>
<td>Data link layer</td>
</tr>
<tr>
<td>Source/destination IP addresses</td>
<td>Network layer</td>
</tr>
<tr>
<td>Time to live</td>
<td>Network layer</td>
</tr>
<tr>
<td>Layer 4 protocol type</td>
<td>Network layer</td>
</tr>
<tr>
<td>Source/destination port addresses</td>
<td>Transport layer</td>
</tr>
<tr>
<td>BACnet type</td>
<td>Application layer</td>
</tr>
<tr>
<td>BACnet function</td>
<td>Application layer</td>
</tr>
<tr>
<td>BACnet BVLCI length</td>
<td>Application layer</td>
</tr>
<tr>
<td>BACnet control byte</td>
<td>Application layer</td>
</tr>
<tr>
<td>Other BACnet data</td>
<td>Application layer</td>
</tr>
</tbody>
</table>

regardless of the vendor. The features were chosen to generalize the detection algorithm and, hence, to make it application independent. To apply this method of detection to other protocols, only a few fields need to be replaced. For example, when detecting the control attacks on OMRON devices, which work over UDP protocol, we only change the application layer features. Instead of BACnet features, we take only the first two bytes of the payload that represent the command and response codes of the control instructions in the OMRON protocol. It is worth noting that most of the vendors with protocols over UDP choose the first two payload packets for the command and response codes.

Table 9.2 lists all BACnet features used. These bytes are chosen and parsed from the packet depending on the value of the control byte. Figure 9.3 illustrates the types of bytes taken as features depending on the control byte value \{0, 8, 20, 28, 80\}. The parsing code reads the control byte value and parses the packet accordingly.

APDU stands for the application layer protocol data unit, which is part of the BACnet protocol [44]. This part of the code describes the services and function of BACnet in addition to the control data values. BVLC field is the BACnet Virtual Link Control Field. The network protocol data unit (NPDU) is another part of BACnet protocol and has the Control Byte field. The NPDU describes the network addresses of the source and destination devices as specified in the BACnet setup in addition
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9.4.4 Detection System Analysis for No Attack Case

In this section, we study the behavior of our detection system without applying any type of attack in order to examine false positive (FP) and true negative (TN) rates. To study the false positive rate of our systems, we take into account the effect of the training phase on the detection accuracy of the intrusion detection system. Data sets are divided into multiple groups to study the impact of training on the testing results. The false positive rate is the number of detection windows mistakenly flagged as attacks over the total number of windows in the testing data sets. In this section, we study the FP and TN rates for different detection window sizes of \( W = 2 \) and \( W = 3 \).

**Trial 1:** The two weeks of data set was divided into two sets. The data set has 1,919,318 system events. We use the first week for training with 956,088 system events, and the second week is used for testing with 963,230 system events. In this case, without performing any attacks on the data set, the detection code detected 1312 events as intrusions. Hence, the false positive rate is 0.136%, and the true negative rate is 99.864%.

**Trial 2:** The data set was divided into quarters, half a week each. We took the first set for learning with 479,830 system events, and the rest of the system events are used for testing. Similarly, without performing any attack, the detection code detected more intrusions than in the previous case and mistakenly considered 2577 system events as attacks. This gives a 0.179% false positive rate and a true negative rate of 99.821%.

**Trial 3:** The data set was divided into seven groups of two days each. The first group with 274,188 system events is used for learning, and the six remaining groups are used for testing with 1,645,130 system events. The result of this trial is 10,790 system events detected mistakenly as intrusions. Hence the false positive rate of this trial is 0.655%, and the true negative rate is 99.345%.

**Trial 4:** The data set is divided into 14 groups; each has one day of system events. A single day is used for training, and the remaining 13 days are used for testing. This means 137,094 for learning and 1,782,224 for testing system events. The detection engine detected 16,913 false positives, which means a false positive rate of 0.949% and a true negative rate of 99.051%. Table 9.3 summarizes the results for the four trials.

Then a cross validation was done in which all the combinations in each trial are considered by alternating the learning group among all sets. For example in trial 4, we learn on group 2 and test on the rest of the group; then we learn on group 3 and test on the rest until we take all the combinations. **Table 9.4** provides the FP rates for all trials.

<table>
<thead>
<tr>
<th>Dataset size</th>
<th>Trial 1</th>
<th>Trial 2</th>
<th>Trial 3</th>
<th>Trial 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of training days</td>
<td>7</td>
<td>3.5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Number of testing days</td>
<td>7</td>
<td>10.5</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>Number of training events</td>
<td>956,088</td>
<td>479,830</td>
<td>274,188</td>
<td>137,094</td>
</tr>
<tr>
<td>Number of testing events</td>
<td>963,230</td>
<td>1,439,488</td>
<td>1,645,130</td>
<td>1,782,224</td>
</tr>
<tr>
<td>Number of detected attacks</td>
<td>1312</td>
<td>2577</td>
<td>10,790</td>
<td>16,913</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.136%</td>
<td>0.179%</td>
<td>0.655%</td>
<td>0.949%</td>
</tr>
</tbody>
</table>

**TABLE 9.3**

Results of False Positive Test Rates
All the previous results were calculated for window size $W = 3$. To study the effect of the window size on the detection accuracy, we consider $W = 2$ and apply cross validation again for the no attack case. Table 9.5 shows the results for the $W = 2$ detection window, which gives lower FP rates as a low transition affects fewer windows because the windows are smaller.
9.4.5 Attacker Model

In this section, the attacker model describing the different attacks simulated is introduced with the results for each case. For each attack scenario, false positives (FPs), true negatives (TNs), true positives (TPs), and false negatives (FNs) are calculated to evaluate the detection accuracy. TP and FN values are attack-dependent values, where TP rate is the number of detected attacks over the total number of attacks attempted and FN rate is the number of non-detected attacks over the total number of attacks attempted. In calculating TP and FN, all windows with low probability that are a result of one attack are counted as one attack only. On the contrary, the FP and TN rates are independent of attacks. We count the number of low probability windows to calculate these rates. For example, if the learning module is trained with the following sequence: {A, B, C, D, E, F, G}, and in the detection phase, we get the following sequence: {A, B, A, C, D, E, T, F, G}, in which A is a legitimate system event and T is an injected malicious event, then the BA and AC transitions are legitimate, but the engine is not trained for these legitimate transitions. If we choose a window size \( W = 2 \) for detection, two windows, BA and AC, would have low probability and will be considered as false positives. However, the injected system event T gives two windows of low probability, but we count them as one attack. TP is set to 100% because detecting one low transition is sufficient to detect the injected packet, and the FN is 0%.

9.4.5.1 Replay Attack Analysis

The purpose of the replay attack is to execute a legitimate function but in abnormal conditions or at a different time. This might lead to bad consequences in SCADA systems. For example, in our experiment, we have the following transitions:

(1) Learned Legitimate Transition:
Packet from SRC Network address: 0 × 01, type: Request, Service: Notification  
Followed by
Packet from SRC Network address: 0 × 03, type: Request, Service: Notification  
Instead, the attacker takes the first request sent by the network address 0 × 01 and replays it after the packet is being forwarded by network address 0 × 03.

(2) Attack Malicious Transition:
Packet from SRC Network address: 0 × 03, type: Request, Service: Notification  
Followed by
Packet from SRC Network address: 0 × 01, type: Request, Service: Notification

As a result, the detection system detects this transition as an intrusion as illustrated in Figure 9.4, which shows the log of the state probability. Clearly, this probability drops significantly when the relay attack is conducted.

![The system state analysis of replay attacks.](image)
9.4.5.1.1  Replay Attack Results
To analyze the false negatives, the data set was divided into two sets. The data for the first week was used for training and the data for the second week for detection. In this scenario, the attacker has knowledge of the system sequence, and hence, the attacker will replay a captured packet but will not drop any packet. Three devices (1, 3, and 2098180) with a total of seven types of system events cause device number 2 to forward a request to device number 6. Here, we replayed the legitimate request packets sent by device 1 or 3. The total number of replayed packets in the test was 2451, which is the total number of system events in which devices 1 or 3 cause device number 2 to forward a request to device 6. The system was able to detect 2435 attacks correctly and 16 replayed events passed undetected. As a result of a window size $W = 3$, the false negative (FN) rate of this trial is 0.652%, and the detection accuracy (TP) is 99.348%. The false positive rate (FP) for this trial is 0.136%, and the true negative (TN) rate is 99.864%.

Next, we flipped the two weeks of learning and testing, making the second week for learning and the first week for testing. We replayed the same packets from devices 1 and 3 for 4340 times, in which 4340 is the number of system events that cause device 2 to forward a request to device 6 in the whole testing data set. The system was able to detect 4303 attacks correctly and missed 37 replayed events. As a result, the false negative (FN) rate of this trial is 0.85%, and the detection accuracy (TP) is 99.15%. The false positive rate (FP) for this trial is 0.64%, and the true negative (TN) rate is 99.36%.

In the following scenario, we repeat the same attacks but using a detection window size of $W = 2$. We use the data of the first week for learning and the second week for testing, and we get the following results: FN 0.652%, TP 99.348%, FP 0.07%, and TN 99.93%. Then, we learn from the data of the second week and test using the data of the first week. We get the following results: FN 0.85%, TP 99.15%, FP 0.33%, and TN 99.67%. Results are comparable to the ones with $W = 3$.

9.4.5.2  Man-in-the-Middle Attack (MIM) Analysis
MIM is a type of active eavesdropping in which the attacker relays connections between two victims after making independent connections between them. By this, the attacker makes each of the victims believe that they are talking to the other victim, and the attacker can fully control the communication stream. The attacker can modify the messages between the two parties and impersonate their identities.

The following is an example of legitimate transitions between three system events, one as a main request and two as a forwarded request and a reply:

**Sequence of Legitimate Transitions**
- Packet from Device A, type: Request, Service: Who is
  - Followed by
  - Packet from Device B, type: Request, Service: I am
  - OR
  - Packet from Device A, type: Request, Service: Who is
    - Followed by
    - Packet from Device C, type: Request, Service: Who is, Dest address.

Hence, from our data set, the learning module is trained to accept a reply from device B and a forwarded request to another destination address by device C only if device A sends a request with a “who is” service.

**Sequence of Attack Malicious Transition**
- Packet from Device A, type: Request, Service: Who is (Deleted Request)
  - Followed by
  - Packet from Device B, type: Request, Service: I am (Injected without Request)
  - OR
  - Packet from Device A, type: Request, Service: Who is (Deleted Request)
    - Followed by
    - Packet from Device C, type: Request, Service: Who is, Dest address. (Injected)
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As shown previously in the transitions, the attacker deletes the requests sent by device A and injects a response of device B and a forwarded request of device C. The detection engine detects these malicious injections of replayed packets, and the system state probability decreases significantly as illustrated in Figure 9.5.

In this scenario, the data was also divided into two sets, one for learning and one for testing. The attacker is assumed to be capable of analyzing the network for a long time in order to attempt to perform undetectable attacks and strategic injections. To calculate the false negative rate, the attacker tries to trick the detection engine by injecting packets knowing what the normal sequences are. Hence, we performed a large number of attacks in the testing data set in week two with 963,230 system events.

9.4.5.2.1 Man-in-the-Middle Attack Results

Three devices (1, 3, and 2098180) with a total of seven types of system events cause device number 2 to forward a request to device number 6. We analyzed the system events sent by these three devices to perform the attacks. Attacker model in this case allows the attacker to drop each packet sent by device number 2098180 and inject a legitimate request packet from device 1 or 3. The total number of man-in-the-middle injection packets was 2392, which is the total number of system events in which device 2098180 caused device number 2 to forward a request to device number 6. The system was able to detect 2307 attacks correctly and 85 system events considered mistakenly as normal transitions. As a result, FN = 3.55%, TP = 96.45%, FP = 0.136%, and TN = 99.864%.

Next, we flipped the two weeks of learning and testing, and we replayed the packets from devices 1 and 3 for 4340 times as man-in-the-middle attacks after deleting the requests, in which 4340 is the number of system events in the whole testing data set that caused device 2 to forward a request to device 6. The system was able to detect 4189 attacks correctly, and 151 replayed events passed undetected. As a result, FN = 3.47%, TP = 96.53%, FP = 0.64%, and TN = 99.36%. We repeated the same attacks but using a detection window size of 2. When we learn the first week and test the second week, we get the following: FN = 3.55%, TP = 96.45%, FP = 0.07%, and TN = 99.93%. Similarly, when learning the second week and testing the first week, we get FN = 3.47%, TP = 96.53%, FP = 0.33%, and TN = 99.67%. The results for the two window sizes are comparable.

9.4.5.3 Malicious Command/Response Injection

The attacker in this case injects legitimate BACnet request and response event packets but not similar to those in the learning phase. The total injected packets were 600 (we chose this number of injections randomly to test the accuracy) system events, and all of them were detected with a window size of $W = 3$. Hence, the detection accuracy of command-response injection is 100%. Figure 9.6 shows how the probability drops significantly for one of the detected injection commands. The false positive rate (FP) for this trial is 0.136% and the true negative (TN) rate is 99.864%.
Similar to the previous trial, we flipped the learning and testing weeks. We made 900 new attack attempts, and all of these attacks were detected with 100% detection accuracy. Then, we changed the window size to $W = 2$ and repeated the same attacks, and we got a detection accuracy of 100%. Table 9.6 shows a summary of the false negative rates and detection accuracies of the three previous attacks.

**TABLE 9.6**
Detection Accuracy and False Negative Rates

<table>
<thead>
<tr>
<th>Window Size = 3</th>
<th>Number of Attacks</th>
<th>Detected Attacks</th>
<th>Undetected Attacks</th>
<th>Detection Accuracy (TP)</th>
<th>False Negative Rate (FN)</th>
<th>True Negative Rate (TN)</th>
<th>False Positive Rate (FP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MITM Attack Trial 1</td>
<td>2392</td>
<td>2307</td>
<td>85</td>
<td>96.45%</td>
<td>3.55%</td>
<td>99.864%</td>
<td>0.136%</td>
</tr>
<tr>
<td>MITM Attack Trial 2</td>
<td>4340</td>
<td>4189</td>
<td>151</td>
<td>96.53%</td>
<td>3.47%</td>
<td>99.36%</td>
<td>0.64%</td>
</tr>
<tr>
<td>Replay Attack Trial 1</td>
<td>2451</td>
<td>2435</td>
<td>16</td>
<td>99.348%</td>
<td>0.652%</td>
<td>99.864%</td>
<td>0.136%</td>
</tr>
<tr>
<td>Replay Attack Trial 2</td>
<td>4340</td>
<td>4303</td>
<td>37</td>
<td>99.15%</td>
<td>0.85%</td>
<td>99.36%</td>
<td>0.64%</td>
</tr>
<tr>
<td>Injection Attack Trial 1</td>
<td>600</td>
<td>600</td>
<td>0</td>
<td>100%</td>
<td>0%</td>
<td>99.864%</td>
<td>0.136%</td>
</tr>
<tr>
<td>Injection Attack Trial 2</td>
<td>900</td>
<td>900</td>
<td>0</td>
<td>100%</td>
<td>0%</td>
<td>99.36%</td>
<td>0.64%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Window Size = 2</th>
<th>Number of Attacks</th>
<th>Detected Attacks</th>
<th>Undetected Attacks</th>
<th>Detection Accuracy (TP)</th>
<th>False Negative Rate (FN)</th>
<th>True Negative Rate (TN)</th>
<th>False Positive Rate (FP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MITM Attack Trial 1</td>
<td>2392</td>
<td>2307</td>
<td>85</td>
<td>96.45%</td>
<td>3.55%</td>
<td>99.93%</td>
<td>0.07%</td>
</tr>
<tr>
<td>MITM Attack Trial 2</td>
<td>4340</td>
<td>4189</td>
<td>151</td>
<td>96.53%</td>
<td>3.47%</td>
<td>99.671%</td>
<td>0.329%</td>
</tr>
<tr>
<td>Replay Attack Trial 1</td>
<td>2451</td>
<td>2435</td>
<td>16</td>
<td>99.348%</td>
<td>0.652%</td>
<td>99.93%</td>
<td>0.07%</td>
</tr>
<tr>
<td>Replay Attack Trial 2</td>
<td>4340</td>
<td>4303</td>
<td>37</td>
<td>99.15%</td>
<td>0.85%</td>
<td>99.671%</td>
<td>0.329%</td>
</tr>
<tr>
<td>Injection Attack Trial 1</td>
<td>600</td>
<td>600</td>
<td>0</td>
<td>100%</td>
<td>0%</td>
<td>99.93%</td>
<td>0.07%</td>
</tr>
<tr>
<td>Injection Attack Trial 2</td>
<td>900</td>
<td>900</td>
<td>0</td>
<td>100%</td>
<td>0%</td>
<td>99.671%</td>
<td>0.329%</td>
</tr>
</tbody>
</table>

**FIGURE 9.6** Command injection attack.

Similar to the previous trial, we flipped the learning and testing weeks. We made 900 new attack attempts, and all of these attacks were detected with 100% detection accuracy. Then, we changed the window size to $W = 2$ and repeated the same attacks, and we got a detection accuracy of 100%. Table 9.6 shows a summary of the false negative rates and detection accuracies of the three previous attacks.
The results show the high TP and TN rates for all attacks and the two window sizes used. This shows that the method is not sensitive to the window size nor the training set used.

9.4.5.4 Denial-of-Service Attack Analysis

The denial of service (DoS) attack is an attempt by an attacker or multiple attackers (distributed DoS) to make a resource unavailable for network users. There are many types of such attacks, including SYN flood, ICMP flood, teardrop attacks, and many others. In SCADA systems, the experiments showed that DoS attacks are easy to conduct on control devices due to their limitation of processing and memory capabilities. By sending service requests at a high frequency, we were able to stop the functionality of a PLC and make it not respond to other requests.

In Figure 9.7, we show the response of our detection system when performing DoS attacks. The first pulse represents a DoS attack using a legitimate request by sending it at a very high frequency. The second pulse illustrates the decrease of the system state probability as a result of the SYN flood attack. Note the logarithmic scale used for the y-axis, which represents the system state probability. Because the packet digest of such attack is not included in the table of learned digests, the detection accuracy TP is 100% and FN = 0%.

9.4.5.5 Scanning Attacks Analysis

The purpose of the scanning attacks is to find the vulnerability of a certain system. By performing port scanning, the attacker can get information about the operating system, open ports, and services running. There are several types of scanning attacks, including port scanning and systems
fingerprinting. Using such attacks, an attacker can exploit the known vendor vulnerabilities of the control devices. Figure 9.8 illustrates the large decrease in system state probability when we injected probe packets among the normal system consecutive events. As we see, the probe packets come in fixed intervals to scan for open ports. It is worth noting that in this experiment we used a fixed interval for scanning; however, the detection would work as well for random interval scanners. Because the packet digest of such attack is not included in the table of learned digests, the detection accuracy TP is 100% and FN = 0%.

9.4.6 EXPERIMENTAL RESULTS ANALYSIS

The experimental results showed high detection accuracy for SCADA– and BMS–specific attacks. The lowest detection rate was above 96.45% for man-in-the-middle attacks, which is higher than any other detection algorithm in the field of SCADA and BMS detection systems. Moreover, we obtained high accuracies for replay, request/response injection, DoS, and scanning attacks. Although the detection accuracy is high, the number of false positive values is also high and sometimes reaches thousands because we are considering a very large number of system events. Such a problem will be solved in our future plan by designing an adaptive learning algorithm.

In addition, a limitation of our detection system is not considering the effect of time as a detection feature. The attacker can send a legitimate packet within a correct sequence but at a different time. Pushing a system event before or after its appropriate time might affect the whole SCADA and BMS systems because they sometimes have time-dependent processes.

9.5 CONCLUSION

In this chapter, we proposed an intrusion detection system based on Markov chains as an anomaly-based detection technique for SCADA systems. The results showed that the system was capable of detecting, with high accuracy, all SCADA intrusions, including injections, replays, and man-in-the-middle attacks. Moreover, the results showed that the period of the learning phase plays an important role in improving the detection accuracy of the detection system. However, the detection accuracy of the system is still high even for a one-day learning period because it is basically designed to scale for SCADA systems applications. We can summarize the advantages of our method as follows: (1) detects SCADA–specific attacks; (2) performs real-time detection; (3) shows high detection accuracy even with short learning periods; (4) high detection accuracy against replay and MITM attacks that are based on legitimate systems events injection; (5) low false positive (FP) rates.

However, our system has the following limitations, which will be addressed in future work: (1) time is not considered as a detection feature and hence might give low detection accuracy for time-dependent attacks; (2) legitimate system events could be mistakenly considered as intrusions; (3) learning module is not adaptive.

9.6 POTENTIAL AREAS FOR FUTURE WORK

We believe this is a rich area for research with several existing challenges that need to be addressed. We recommend potential areas for future research as follows:

1. Adaptive IDS, in which learning continues for a long time, hence improving the detection accuracy and reducing false alarms. However, the challenge with applying adaptive schemes is the risk of slow attacks being used to “teach” the IDS that the attack is actually legitimate traffic.
2. Internet of things (IoT) IDS: With the advent of IoT there is a need to address intrusions in this domain early on in the technology before the products are deployed. Therefore, we anticipate a need for intrusion detection research targeted at IoT type of devices and networks.
3. Identifying vulnerabilities in SCADA systems remains to be desirable, particularly that the security work in this area is relatively recent, and we suspect numerous vulnerabilities are waiting to be uncovered.
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10.1 INTRODUCTION

The scale of the Internet has grown explosively to a giant open network. Unfortunately, network attacks require little effort and monetary investment to create, are difficult to trace, and can be launched from virtually anywhere in the globe [1]. A network intrusion detection system (NIDS) [2,3] is a critical network security facility that helps protect high-speed computer networks from malicious users. A NIDS examines network communications, identifies patterns of attacks, and then takes action either to terminate the connections or alert system administrators. While various techniques have been proposed for advanced NIDS, the most widely deployed is the signature-based NIDS. A signature-based NIDS, such as Snort [3], employs thousands of rules that contain intrusion patterns. Each Snort rule is divided into two logical sections: the rule header and the rule options. The rule header contains the rule’s action and a classification filter that consists of five fixed fields: protocol, source IP address, source port, destination IP address, and destination port. The rule option contains alert messages and pattern information on how a packet payload should be inspected.

Figure 10.1 shows a sample Snort rule in which the section enclosed in parentheses is the rule option and the remaining part is the rule header. The results of the header classification identify the related rule options that will be checked in the follow-up deep packet inspection (DPI). Deep packet inspection is based on pattern matching, in which Snort employs two types of patterns: strings and regular expressions. Both header classification and deep packet inspection as the core functions of NIDS are computation-intensive, which has challenged the conventional computing architectures with demanding CPU, memory, and I/O requirements. For example, the current Ethernet link rate has been pushed beyond 100 Gbps [4], which requires processing a packet every 5 ns in the worst case (in which the Ethernet packets are of minimum size, i.e., 64 bytes). Given the explosive growth of network traffic, hardware techniques are required to accelerate these functions to prevent the NIDS from becoming the performance bottleneck of the network systems.

When examining today’s hardware techniques, we have general-purpose processors, such as CPUs (central processing units) and GPUs (graphics processing units), on one end of the spectrum and application-specific integrated circuits (ASICs) on the other. Processors are highly programmable but usually deliver inferior performance for network processing due to the Von Neumann paradigm in which the bandwidth between the processor and the external memory is the limit (a.k.a., “memory wall” [5]). ASICs provide the best performance but require a complete and extremely expensive re-fabrication of the circuits. Fortunately, there exists some architecture between these two extremes. Reconfigurable hardware, such as a field-programmable gate array (FPGA), offers the best of both worlds. Modern FPGAs provide superior performance, and they can be reprogrammed on the fly [6]. This opens the door to the advanced hardware accelerators for NIDS as illustrated in the rest of this chapter.

10.2 HARDWARE TECHNIQUES FOR PACKET HEADER CLASSIFICATION

In NIDS, a packet may match multiple rule headers. Traditional network applications, such as firewall processing, require reporting only the highest priority matching rule, which we call the best-match
packet classification [7,8]. In contrast, NIDS needs multi-match packet classification to find all rule headers that match a given packet [9–11].

10.2.1 Background and Analysis

In multi-match packet classification, the 32-bit source and destination IP addresses (denoted SA/DA), the 16-bit source and destination port numbers (denoted SP/DP), and the 8-bit protocol (denoted Prtcl) fields from the rule header of a Snort rule are matched by the input packet header. We define SA, DA, SP, DP, and Prtcl as the five fields of a packet header rule. The IP addresses in SA/DA fields are specified as prefixes, which can represent either a network or a single host. The port numbers in SP/DP fields can be specified as any, a single number, or a range. The protocol field in the current version of Snort has only four values: tcp, udp, icmp, and ip. For the SA/DA and SP/DP fields, Snort supports specifying a list of values enclosed within square brackets. Snort also provides the negation operator “!”. For example, ![50,90] indicates any port number except 50 and 90. In addition, Snort uses “EXTERNALNET” as an implicit negation of “HOMENET” in SA/DA fields.

Table 10.1 shows the statistics of 10 rule sets collected spanning five years from the Snort website [3]. Each column counts the number of unique values for each item. We have the following observations:

- The number of Snort rules is much larger than the number of unique rule headers. In other words, a rule header is shared by many rules in Snort.
- The number of rule headers remains quite small although it has increased gradually. The number of unique rule headers has almost doubled since 2005.
- Although the number of rule headers has been increasing gradually, the number of unique values for SA/DA fields tends to be small, less than 15.
- Unlike SA/DA fields, the number of values for SP/DP fields is increasing at a similar rate as that of rule headers. The number of unique SP/DP values is also on the same order of that of rule headers.
- The value of the protocol field is restricted to be tcp, udp, icmp, and ip. Thus the number of unique values of this field remains at four.

<table>
<thead>
<tr>
<th>Rule Set ID</th>
<th>Snort Version</th>
<th># Rules</th>
<th># Rule Headers</th>
<th># SA</th>
<th># DA</th>
<th># SP</th>
<th># DP</th>
<th># Prtcl</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.3.0</td>
<td>3182</td>
<td>323</td>
<td>11</td>
<td>13</td>
<td>87</td>
<td>173</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>2.4.0</td>
<td>3462</td>
<td>340</td>
<td>11</td>
<td>13</td>
<td>91</td>
<td>183</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2.3.0</td>
<td>8171</td>
<td>589</td>
<td>10</td>
<td>14</td>
<td>198</td>
<td>316</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>2.4.0</td>
<td>8346</td>
<td>594</td>
<td>10</td>
<td>14</td>
<td>198</td>
<td>320</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>2.6.0</td>
<td>9290</td>
<td>613</td>
<td>10</td>
<td>13</td>
<td>203</td>
<td>330</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>2.7.0</td>
<td>9244</td>
<td>594</td>
<td>10</td>
<td>13</td>
<td>190</td>
<td>327</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>2.8.0</td>
<td>9040</td>
<td>600</td>
<td>10</td>
<td>14</td>
<td>202</td>
<td>321</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>2.8.0</td>
<td>9277</td>
<td>620</td>
<td>10</td>
<td>13</td>
<td>204</td>
<td>336</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>2.8.0</td>
<td>9257</td>
<td>597</td>
<td>10</td>
<td>13</td>
<td>187</td>
<td>332</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>2.8.4</td>
<td>5662</td>
<td>609</td>
<td>10</td>
<td>13</td>
<td>184</td>
<td>344</td>
<td>4</td>
</tr>
</tbody>
</table>
Moreover, we examine the usage of those unique features provided by Snort rules, including the value list, the negation operator, and the range operator for port fields.

- Most of the port fields are specified as a single value. More than 85% of the unique values for SP/DP fields are specified as a single value, and only around 10% of port field values are specified as ranges.
- Negation operator is seldom used. Apart from the implicit negation by using “EXTERNALNET” in SA/DA fields, only the SP field has a couple of negation values.
- Each field uses few value lists. The number of value lists in SA/DA/SP/DP fields is 0/3/1/10, respectively. The value lists in SP/DP fields have no more than four values, and the value list in DA field contains up to 18 IP addresses.

10.2.2 TCAM-Based Approaches

Ternary content addressable memory (TCAM) is a specialized ASIC widely used in network search engines. Most of the existing multi-match packet classification engines are based on TCAMs in which each input performs a parallel search over all entries in one clock cycle, and only the first matching index is output [10,12]. Figure 10.2 shows a TCAM storing three 4-bit ternary words: 1001, 1*1*, and *00*. The priority encoder is needed to obtain the highest matching entry out of the final match vector. Normally the top matching entry has the highest priority. In Figure 10.2, the input key 1001 matches both 1001 and *00*. But the entry 1001 has a higher priority than *00*. Hence, the output matching entry index is 00.

Some early work by Lakshminarayanan et al. [13] exploits the extra bits in each TCAM entry and finds all matching rules for a packet in multiple clock cycles. The number of clock cycles needed to classify a packet is linear to the number of matching rules. This results in low speed and high power consumption in the worst case.

One of the state-of-the-art TCAM-based multi-match packet classification solutions are proposed by Yu et al. [10], which are based on geometric intersection of rules. If two rules match a same packet header, several intersection rules that cover the overlap between the two rules are created and inserted into the TCAM. Only one TCAM lookup is needed to obtain all matching results. However, the number of intersection rules can be $O(N^D)$, in which $N$ is the total number of rules and $D$ is the number of fields. Although the authors later propose the set splitting
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algorithm (SSA) [11] to split the rule set into two groups to remove at least half of the intersections among the rules, the worst-case memory requirement is still $O(N^D)$. Thus, this approach is expensive with respect to both memory and power consumption when the rule set has many intersections.

Faezipour et al. [12] propose the maximum-minimum intersection partitioning (MX-MN-IP) approach for TCAM-based multi-match packet classification. The power consumption is reduced by partitioning the entire rule set into several disjoint partitions so that only one partition is active in classifying a packet. Each partition is further partitioned so that each sub-partition needs only one clock cycle to output no more than one matching result. However, the MX-MN-IP scheme may need a large number of small TCAMs, which is not practical for real implementation. Because the number of partitions depends on the characteristic of the rule set, the power reduction ratio can vary a lot. As shown in [12], some rule sets can achieve only 5% power savings compared to conventional (non-partitioning) TCAM-based approaches.

10.2.3 Algorithmic Approaches on FPGA

TCAMs are expensive and not scalable with respect to clock rate, power consumption, or circuit area, compared to static random access memories (SRAMs) [8,14]. As the rule set size increases rapidly, alternate hardware platforms are needed for multi-match packet classification engines. State-of-the-art SRAM-based field programmable gate array (FPGA) devices, such as Xilinx Virtex-7 [15], provide a high clock rate and a large amount of on-chip dual-port memory with configurable word width. It takes a few milliseconds to reconfigure an entire FPGA, and the update frequency of NIDS rules is on the order of days. Thus, FPGA has become an attractive platform for realizing real-time network processing engines [9,14].

The bit vector (BV) algorithm [16] and its variants [17] are among the few existing packet classification algorithms that support returning all matching rules for a packet at the same time. The BV algorithm performs the parallel lookups on each individual field of a packet header at first. The lookup on each field returns a bit vector with each bit representing a rule. A bit is set to “1” if the corresponding rule matches in this field; otherwise the bit is set to “0”. The result of the bitwise AND operation on these bit vectors gives the set of rules that matches a given packet. The BV algorithm can provide high throughput at the cost of low memory efficiency. Given $N$ rules with $D$ fields, because the projection of the $N$ rules on each field may have $U = O(N)$ unique values and each value corresponds to one $N$-bit vector, the total memory requirement of BV algorithms is at least $U*N*D = O(N^2)$, which is undesirable [7,8].

By combining TCAMs and the original BV algorithm, Song et al. [9] present an architecture called BV-TCAM for multi-match packet classification on FPGAs. A TCAM performs prefix or exact match, and a multi-bit trie implemented in tree bitmap [18] is used for source or destination port lookup. It prevents range-to-prefix expansion for port fields. However, BV-TCAM still suffers from the $O(N^2)$ memory requirement inherited from the original BV algorithm.

Jiang et al. [14] make a key observation: If splitting a $W$-bit field into $W$ subfields in which each subfield takes only 1 bit, the number of unique values in each subfield will be no more than two, i.e., the subfield value $\in \{0,1\}$. Then each subfield corresponds to $2N$-bit vectors, and the overall memory requirement for this $W$-bit field is $2W*N = O(WN)$ instead of $U*N = O(N^2)$ in the original BV algorithm. Such an algorithm is called the field-split bit vector (FSBV). It reduces the memory requirement when $2W < U$. Because $W$ is a fixed number, FSBV achieves a linear memory increase with the number of rules. Figure 10.3 shows an example of applying the FSBV algorithm for matching the DP field (assuming 4 bits) of a packet against three rules. Splitting a field may result in many subfields, which leads to a lot of bit vectors to be merged via bitwise AND operations. Thanks to the rich resources and massive parallelism offered by FPGA, the FSBV architecture can be efficiently implemented in reconfigurable hardware.
10.2.4 Supporting Snort Features

Snort rule headers provide several unique features, including range, negation operators, and value list. Most of today’s hardware accelerators do not support these features. This section showcases how to support these Snort features in the FSBV architecture.

10.2.4.1 Range

Both the TCAM and the FSBV solutions assume each rule is represented as a ternary string. To satisfy an assumption, a range needs to be converted into ternary strings. Most of the previous TCAM-based solutions convert a $W$-bit range into up to $2(W – 1)$ prefixes [13]. Sasao [19] proposes an algorithm to convert a $W$-bit range into no more than $2(W – 2)$ ternary strings. Rottenstreich et al. [20] have proven that a $W$-bit range can be encoded in $W$ TCAM entries by optimal encoding.

After ranges are represented as ternary strings, we use the expansion-aggregation method (introduced later for the value list) to implement each range. The range-to-ternary-string conversion may increase the memory requirement. Each rule contains two port fields, which are specified in ranges. In the worst case in which all port fields of the $N$ rules are specified as $W$-bit ranges, the total memory requirement will be $O(W^2N)$ rather than $O(WN)$.

10.2.4.2 Negation

A negated value may be converted into multiple ternary strings. This can affect the memory efficiency significantly [10]. Some TCAM-based work [10] reorganizes the rule set and inserts extra rules to remove negation. For BV-based algorithmic solutions, we consider a simple method that does not add any new rule. Given $N$ rules with $D$ fields, we assign an $N$-bit mask vector for each field. Initially all bits of a mask vector are reset to 0. If the $i$th rule ($i = 0, 1, \ldots, N – 1$) has negated value in its $j$th field ($j = 0, 1, \ldots, D – 1$), the $i$th bit of the mask vector for the $j$th field is set to 1.

For a field with negation, we use its unnegated value to build bit vectors. When performing packet classification, we merge the bit vectors of each field independently and obtain $D$ partial matching vectors. The partial matching vector from the $j$th field ($j = 0, 1, \ldots, D – 1$) is bitwise XORed with the
mask vector of the $j$th field. If the $i$th bit of the mask vector is set, the matching result for the $i$th rule on this field will be negated. Such a method can be easily integrated into BV-based architectures, such as FSBV [14].

10.2.4.3 Value List

Snort allows SA/DA/SP/DP fields to be specified using a list of values. As shown in the earlier analysis, the current Snort rule set uses few value lists. A value list can be expanded to multiple values. Meanwhile, the range-to-string conversion also results in a list of values for a single field. If one rule has multiple fields in which each field is specified as a value list, this rule may be expanded to $\prod_{j=1}^{D} M_j$ rules, where $D$ is the number of fields and $M_j$ is the number of values in the list of the $j$th field.

To solve the above problem, we introduce a simple method called expansion-aggregation. For example, if a field of the $i$th rule is specified as a list of $M$ values, the $i$th bit of all bit vectors for this field is expanded to $M$ bits. When building the bit vectors for this field, each single value out of the $M$ values is treated as a rule. To perform packet header classification, after all bit vectors of this field are bitwise ANDed to a single $(N+M-1)$-bit vector, the $M$ bits corresponding to the $M$ values are ORed to result in one bit. Thus, the output partial matching vector of this field is still an $N$-bit vector.

10.2.5 Comparison

Table 10.2 compares the performance of the state-of-the-art hardware solutions for multi-match packet classification in NIDS.

We can see that the FSBV architecture achieves low memory requirement, which is comparable to TCAMs and is much less than BV-TCAM. Note that only FSBV can handle the negation and value list problems. Much higher memory consumption can be expected in other solutions to support Snort rule features. For both TCAM-SSA and MX-MN-IP in which the performance depends highly on the rule set, the performance comparison here considers the best case and assumes that each rule can be stored as one entry in TCAM without any expansion.

The throughput results of the FSBV and the BV-TCAM architectures are based on FPGA implementations, and those of the TCAM-SSA and MX-MN-IP are based on TCAMs implemented as ASIC, which usually has a much higher clock rate than FPGA. We consider the clock frequency of TCAMs to be 250 MHz [11,12]. The original BV-TCAM paper [9] does not present the actual throughput results of the implementation. Instead it provides the predicted value. According to Table 10.2, the FSBV architecture achieves the highest throughput among the state-of-the-art solutions.

We also estimate the power consumption of SRAM and TCAM based on the data from [8]. The power consumption per bit of TCAMs is on the order of 3 $\mu$W, and that for SRAMs is less than 30 nW. Considering the 5% power savings, the power consumption of MX-MN-IP is calculated as 95% of the result of the TCAM-SSA. As two SRAM-based architectures, the FSBV and the

<table>
<thead>
<tr>
<th>Approach</th>
<th>Platform</th>
<th>Throughput (Gbps)</th>
<th>Storage (bytes/rule)</th>
<th>Power ((\mu W/)rule)</th>
<th>Support for Snort Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>BV-TCAM [9]</td>
<td>FPGA</td>
<td>10</td>
<td>73.8</td>
<td>17.7</td>
<td>No</td>
</tr>
<tr>
<td>MX-MN-IP [12]</td>
<td>TCAM</td>
<td>80</td>
<td>13</td>
<td>296</td>
<td>No</td>
</tr>
<tr>
<td>FSBV [14]</td>
<td>FPGA</td>
<td>100</td>
<td>17.4</td>
<td>4.2</td>
<td>Yes</td>
</tr>
</tbody>
</table>
BV-TCAM solutions are much more power-efficient than the TCAM-based approaches (TCAM-SSA and MX-MN-IP). Due to the lower memory requirement, the FSBV architecture achieves a fourfold reduction in power consumption compared with BV-TCAM.

### 10.3 HARDWARE TECHNIQUES FOR STRING MATCHING

The functions of NIDS rely on multi-pattern string matching, which scans the input stream to find all occurrences of a predefined set of string-based patterns rather than a single pattern [21,22]. Due to the explosive growth of network traffic, multi-pattern string matching has been a major performance bottleneck in NIDS, which has to scan the incoming traffic in real time on fast links (e.g., 100 Gbps Ethernet and beyond) [23,24]. For example, it has been reported that the string matching time accounts for 40% to 70% of the Snort running time [25]. Simple and efficient hardware-based multi-pattern string matching engines have become a necessity for high-speed NIDS [21].

#### 10.3.1 OVERVIEW

Although string matching has been a classic problem for decades, multi-pattern string matching has sparked renewed research interest due to its application in NIDS [21]. Some comprehensive surveys can be found [21,26]. According to the implementation platform, the state-of-the-art solutions can be generally divided into three categories: multi-core processor–based [24,27,28], application-specific integrated circuit (ASIC)–based [23,29–31], and field programmable gate array (FPGA)–based [32–35] solutions. Each of the three hardware solutions has its own pros and cons. Advanced multi-core processor–based solutions can improve the aggregate throughput dramatically by using a large number of threads to process multiple input streams in parallel. On the other hand, it has been observed that the memory access pattern in string matching is irregular [24,27]. This results in relatively low per-stream throughput, which is critical for real-time network traffic processing. Although it is possible to split an input stream into several sub-streams with partial overlap among the sub-streams, additional complexity is introduced in scheduling, buffering, and ordering [30]. ASIC–based solutions provide impressively high per-stream throughput while their applicability is limited by the high implementation cost and low reprogrammability. Combining the flexibility of software and the near-ASIC performance, FPGA technology has become an attractive option for implementing high-performance string matching engines.

The majority of existing FPGA–based string matching solutions is based on pure logic [32,34]. Although they provide desirable high performance, it takes considerable time to resynthesize the design and reprogram the FPGA device. In case of pattern updates, the hardware-wired string matching engine has to be offline; thus, it is unable to detect network intrusion or viruses during that period. Hence, we resort to memory-based architectures, which support dynamic updates at run time. Most of the existing memory-based architectures [23,30,35] are based on the Aho-Corasick (AC) algorithm [36] for its ability to provide deterministic throughput. We revisit the AC algorithm in the next section to unveil the source of its memory inefficiency, which is the key limitation in hardware accelerators for large-scale string matching.

#### 10.3.2 UNDERSTANDING AHO-CORASICK ALGORITHM

The Aho-Corasick (AC) algorithm [36] is one of the earliest algorithms in multi-pattern string matching. Among all variants of AC algorithms, AC-DFA is widely adopted for its deterministic throughput. AC-DFA converts a pattern set, which contains $N$ characters into a deterministic finite automaton (DFA) with $O(N)$ states. Once the DFA, which can be stored as a state transition table, is built, it reads in the input stream one character per clock cycle. Each input character is processed only once and results in exactly one state transition. Thus, it takes $O(M)$ time to process an input stream consisting of $M$ characters. Figure 10.4 shows an example of the AC-DFA construction for
the three string patterns: “CHAT,” “HAS,” and “AN.” AC-DFA starts with constructing a trie (we call it AC-trie) in which the root is the default non-matching state. Each pattern to be matched adds states to the trie, one state per character, starting at the root and going to the end of the pattern. The transition edge between two states is stored as a \( \text{goto} \) function: \( g(s_1, c) = s_2 \), which means state \( s_1 \) receiving the character \( c \) will switch to state \( s_2 \). In the example shown in Figure 10.4a, \( g(3, T) = 4 \).

The AC-trie is then traversed, and failure transitions are added for each state. The failure transition of a state is used in case the \( \text{goto} \) function reports failure, i.e., the string matching on the current traversed path is not found. Initially, all nodes have the default failure transitions to the root. But it is possible that the suffix of the previously matched string is the prefix of another string in the trie. Hence, the failure transitions are updated to reuse the information associated with the last input characters (suffix) to recognize patterns that begin with that suffix without restarting from the root. To reuse as much history information as possible, the failure transition of a node (denoted \( N_1 \)) is from it to such anode (denoted \( N_2 \)) that the path from the root to \( N_2 \) is the longest prefix equal to the suffix ending at \( N_1 \). The failure transitions are represented as failure functions: \( f(s_1) = s_2 \), indicating there is a failure transition from state \( s_1 \) to state \( s_2 \), and we define \( s_2 \) as the failure state of \( s_1 \). Taking Figure 10.4b as an example, two prefixes “HA” and “A” are both the suffixes of “CHA,” i.e., both states 6 and 8 are the candidates for the failure state of state 3. But because “HA” is longer, the failure transition of state 3 is to state 6, i.e., \( f(3) = 6 \).

The AC-trie with failure transitions (we call it AC-fail) is not a DFA yet because an input character may invoke multiple failure transitions. For example in Figure 10.4b, when state 3 receives the character “N,” its own \( \text{goto} \) function will report failure. Then, via its failure transition, state 3 transits to state 6, which will check its \( \text{goto} \) function to see if the character “N” can be accepted. Because state 6’s \( \text{goto} \) function still reports failure, state 6 has to consult its failure function, which directs it to state 8. Finally state 8 accepts “N” and transits to state 9. In other words, it takes two failure transitions and one \( \text{goto} \) transition for the input character “N” to be accepted. To convert the AC-fail into a DFA, Aho and Corasick [36] propose to combine the failure function with the \( \text{goto} \) function to obtain next-move functions: \( \delta(s_1, c) = s_2 \), which means state \( s_1 \) receiving the character \( c \) will switch to state \( s_2 \). In the above example, \( \delta(3, N) = \delta(f(3) = 6, N) = \delta(f(6) = 8, N) = 9 \) as shown in Figure 10.4c.

Figure 10.4d shows the complete DFA after adding all transitions. For the sake of readability, we do not show the default transitions to the root and remove all the labels on the transitions.
Unlike in an AC-fail, one character from the input stream results in exactly one transition in a AC-DFA. But the cost is that the memory requirement becomes higher due to the increasing number of transitions. For example, state 3 in Figure 10.4d will have six transitions, and it has only two transitions in Figure 10.4b. Such an increase in the number of transitions is caused by transition duplication due to the combination of the failure transitions with the goto transitions. For example, because $f(3) = 6, f(f(3)) = 8, f(f(f(3))) = 0$, the goto transitions of states 6, 8, and 0 may be all copied to state 3.

10.3.3 Deflating AC-DFA

Currently, there are two general approaches to reduce the memory requirement of AC-DFA. One is to minimize the number of states, and the other is to minimize the number of transitions. In most cases, these two approaches are orthogonal to each other and can be employed together to achieve higher memory efficiency.

10.3.3.1 Reducing the Number of States
Lin et al. [37] exploit the similarity between different states in an AC-DFA. The number of states is reduced by merging pseudo-equivalent states while maintaining the correctness of string matching. But the memory reduction achieved depends on the characteristics of the pattern set and is quite limited (e.g., 29% memory reduction is achieved for 1595 Snort string patterns [37]).

Alicherry et al. [29] divide each pattern into $W$-byte blocks, which are then used to construct a AC-DFA. This results in a “compressed” AC-DFA with fewer states and transitions. Meanwhile, the throughput can be improved by $W$ times by running $W$ instances of the AC-DFA in parallel, each of which accepts the same input data stream with a one-character offset (to ensure that no pattern is missed). However, because their architecture is based on TCAM, the improvements in memory requirement and throughput will be partially offset by the high cost of TCAM [38].

10.3.3.2 Reducing the Number of Transitions
As pointed out [30], there is very little space to reduce the number of states. Hence, a large body of work on memory-efficient string matching is to reduce the number of transitions. Tan et al. [31] propose the bit-split architecture to split a full AC-DFA into several partial state machines (PSM), each accepting a small portion (1 or 2 bits) of the input as transition labels. A partial match vector (PMV), one bit per pattern, is maintained at every state in the PSM to map the state to a set of possible matches. At every clock cycle, the PMVs from all PSMs are bitwise ANDed to generate a full match vector (FMV) to find the actual matches. However, there are substantial overheads in implementing a large number of PSMs in real hardware [39].

Lunteren [40] observes that a large fraction of state transitions are to the root or to the states in level 1. These transitions can be removed from the original AC-DFA by using a separate 256-entry on-chip table to keep track of them. The number of transitions can be further reduced by partitioning the pattern set into multiple subsets. But the performance of the partitioning scheme depends on the characteristics of the pattern set. In addition to [40], Song et al. [23] reduce more transitions by adding one buffer to “cache” the previous state. But it requires a dual-port memory to be accessed by both the cached state and the current state in parallel. The effective throughput is one character per clock cycle, which halves the potential throughput of using dual-port memory.

Note that the number of forward transitions in an AC-DFA with $N$ states is always $N + 1$. Hence, there is little room to reduce the number of forward transitions. Yang et al. [35] and Pao et al. [38] propose to incorporate the pipeline architecture to remove all cross transition edges of an AC-DFA. Instead of being converted into a DFA, the AC-trie is mapped onto a linear pipeline. Each trie level is mapped to a stage containing a separate memory block. At each clock cycle, the input character
is carried to all stages to invoke the state transition in each stage. Meanwhile, each stage forwards the output state to its next stage. Such pipelined solutions require an \( L \)-stage pipeline for mapping an \( L \)-level AC-trie. But the number of levels in an AC-trie corresponds to the length of the longest pattern. As we can see later, the length of the patterns in modern NIDS can be very large, making those pipelined solutions impractical to handle long patterns. As a workaround, Yang et al. [35] limit the pattern length to be smaller than 64. Pao et al. [38] propose to partition the long patterns into segments. Each segment is matched in the pipeline, and the segment IDs are used to build a high-level DFA for matching the entire pattern. Several small tables are needed to take care of the fragmentation when the string is matched in the middle of a segment. Such a solution complicates the overall architecture and is hard to extend for supporting multi-character input per clock cycle to achieve high throughput. Furthermore, [38] considers only the ASCII characters, which makes it less interesting for NIDS.

10.3.3.3 Depth-Bounded Pipeline

Existing pipelined string matching solutions aim to eliminate all cross transitions in a AC-DFA. But this results in a pipeline with unbounded depth. We generalize the problem and show that a linear pipeline with \( H \) stages can remove all cross transitions to the top \( H \) levels of an AC-DFA.

First we have the following definitions:

- The depth of a state in an AC-DFA is the directed distance from the root to that state.
- The \( i \)th level of an AC-DFA includes all the states whose depth is \( i \), \( i = 0, 1, \ldots \)
- The depth of an AC-DFA, denoted \( L \), is defined as the number of distinct levels (excluding level 0) in the AC-DFA. According to the AC-DFA construction procedure, the depth of a AC-DFA is equal to the length of the longest string pattern.
- The depth of a pipeline, denoted \( H \), is the number of stages in the pipeline.

Figure 10.5 shows the system model of the depth-bounded pipelined AC-DFA. Given an AC-DFA with \( L \) levels, we map the states in level \( i \) of the AC-DFA to the \( i \)th stage of a linear pipeline, \( i = 0, 1, \ldots, H - 1 \) in which \( H \) is the pipeline depth and \( H \leq L \). The remaining levels of the AC-DFA are placed in another (single) memory (denoted AC-remain). When \( H = L \), AC-remain contains no state; we call such a model the fully pipelined AC-DFA. When \( L \) is large, we have to bound the pipeline depth so that the AC-DFA is partially pipelined where \( H < L \). Because each memory block can have one active state, \( H \) stages along with AC-remain can maintain up to \( H + 1 \) active states simultaneously. At each clock cycle, the input character is delivered to AC-remain, and all the stages to invoke possible multiple state transitions in parallel.

In a \( H \)-stage pipeline, a state in stage \( i \) (\( i = 0, 1, \ldots, H - 1 \)) will be active if and only if the last \( i \) characters match the prefix represented by the current state. As a result, there is no need for a failed matching in AC-remain to reuse the last \( i \) input characters, which have been matched by the first \( i \) stages. Thus all failure transitions in AC-remain to states in levels \( 0, 1, \ldots, H - 1 \) can be removed. Because cross transitions are generated based on the failure transitions, such a pipeline with \( H \) stages can remove all cross transitions to states in levels \( 0, 1, \ldots, H \).

![FIGURE 10.5 System model for the depth-bounded pipelined AC-DFA.](image-url)
10.3.3.4 Analysis and Evaluation
We are interested in the following two questions:

- How many of the transitions in a AC-DFA are cross transitions?
- How many stages are needed for eliminating most of the cross transitions?

We use the string pattern sets from two widely used open source deep packet inspection (DPI) systems: Snort [3] and ClamAV [41]. We observe that

- As a whole, the cross transitions constitute the majority of the overall transitions. 99.52% and 99.61% of the transitions are cross transitions for Snort and ClamAV pattern sets, respectively.
- For both Snort and ClamAV pattern sets, the cross transitions dominate the transitions on almost every level until level 10. More than 99.9% of the cross transitions are on the top 10 levels of the AC-DFA. After level 10, the number of cross transitions decreases dramatically and becomes much smaller than the number of forward transitions.
- For the Snort pattern set, there is no cross transition beyond level 40. For the ClamAV pattern set, the last level containing cross transitions is level 145. On the other hand, the maximum pattern length for Snort and ClamAV pattern sets is 232 and 382, respectively. This indicates that, even if we want to eliminate all cross transitions, it is unnecessary to map an \( L \)-level AC-trie onto an \( L \)-stage pipeline. The actual pipeline depth needed can be much smaller.

A deeper pipeline results in further reduction in the number of cross transitions. The majority of transitions become the forward transitions when using more than eight and four stages, for Snort and ClamAV pattern sets, respectively. When using an eight-stage pipeline for Snort pattern set, 99.03% of the overall transitions are removed. For the ClamAV pattern set, a four-stage pipeline results in a 99.58% reduction in the number of the overall transitions.

10.3.4 Throughput Multiplication
The original AC-DFA can process only one character per clock cycle. To multiply the throughput, Alicherry et al. [29] propose the compressed AC-DFA, which can process \( W(W \geq 1) \) characters per clock cycle. We define \( W \) as the input width. The compressed AC-DFA divides each pattern into \( W \)-byte blocks, which are used to build the AC-DFA. We apply the same idea to an AC-trie before converting it to a DFA. Figure 10.6 shows the compressed AC-trie with \( W = 2 \) for the example shown in Figure 10.4.

To avoid missing matching some patterns, \( W \) instances of the compressed AC-DFA should run in parallel. Each of them accepts the same input data stream with a one-character offset. For example, suppose there is an input stream “HANG.” The first instance of the compressed AC-DFA reads the input stream as “HA” and “NG” while the second instance reads the input stream as “AN” and
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“G.” Although the first instance fails to detect the matching pattern “AN,” the second instance will eventually catch the matching pattern.

The depth-bounded pipeline architecture is simple and can be used for any AC-DFA. Combining the compressed AC-DFA with the pipelined scheme can make the architecture even more scalable. When $W$ is larger, the depth of the resulting compressed AC-DFA becomes smaller, and fewer stages are needed to eliminate most of the cross transitions. The experimental results show that when $W = 8$ a six-stage pipeline can remove all of the cross transitions for the Snort string pattern set.

Figure 10.7 shows the depth-bounded pipeline architecture that supports a four-character input per clock cycle. Because dual-port memory is used in every stage, two different flows can access the same hardware pipeline in parallel. Hence, the number of hardware pipelines is half the number of the pipelined AC-DFA instances. During each clock cycle, each pipelined AC-DFA receives a $W$-character block from the input stream. Each $W$-character block is sent to all the stages, including the last stage that stores AC-remain. Each stage receives the $W$-character block, invokes the state transition by looking up its local state transition table, and forwards the output state to the next neighboring stage. The last stage storing AC-remain will ignore the state output from its previous stage unless its own state becomes fail. As discussed earlier, the main function of the previous $H$ stages is to help reuse the last $H - 1$ input characters. As long as the last stage keeps matching the patterns, the information captured in the previous $H$ stages is redundant.

10.3.5 Comparison

Table 10.3 compares the state-of-the-art solutions for high-performance multi-pattern string matching in NIDS. To support dynamic updates, only memory-based architectures are considered for ASIC– and FPGA–based solutions. For a fair comparison, the clock rates of the compared FPGA implementations are scaled to Xilinx Virtex-5 devices according to the maximum clock frequency. The values in parentheses are the original clock rates reported in the original papers. The results of the depth-bounded pipelined string matching architecture is based on the design with $W = 8$. Note that while most of the results are based on Snort pattern sets, the results of [24] and [28] are based on randomly generated binary patterns. This makes the results of [24] and [28] less comparable and also less interesting for NIDS.
Considering the time-memory and the time-memory are a trade-off in hardware implementation, we define two new metrics:

$$\text{EffA} = \frac{\text{Throughput}}{\text{Memory per char}} \quad \text{(Mbps/Bytes)}$$

and

$$\text{EffB} = \frac{\text{Throughput}}{\text{Memory per char} \times \#\text{Slices}} \quad \text{(Kbps/Bytes)}$$

According to Table 10.3, the FPGA implementations of the pipelined string matching architectures [35,42] outperform the multi-core processor–based solutions and achieve comparable performance to the ASIC–based solution with respect to the worst-case throughput. Even higher clock rates can be expected when the pipelined architecture is implemented in ASIC. The depth-bounded pipelined string matching solution is the only implementation of memory-based architectures that sustains more than 10 Gbps throughput while supporting more than 9 K string patterns from Snort. Its FPGA implementation achieves more than 2.5 × and 9 × improvements over the compared FPGA–based string matching engines with respect to EffA and EffB, respectively.

### 10.4 HARDWARE TECHNIQUES FOR REGULAR EXPRESSION MATCHING

Regular expression (regex) matching is an important mechanism used by modern NIDS, such as Bro [2] and Snort [3] to perform deep packet inspection against potential threats. Due to the large number of patterns to scan for and the increasing bandwidth of network traffic, regular expression matching is becoming not just a bottleneck, but itself a vulnerability of the NIDS [43].

#### 10.4.1 BACKGROUND AND ANALYSIS

Basic regular expressions are regular languages constructed with character classes over a fixed alphabet. Table 10.4 lists the operators commonly used in a regular expression.

Because regular languages are exactly the class of languages that can be accepted by finite state automata, a basic regular expression matching engine can always be implemented as a finite
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state machine, either a non-deterministic finite automaton (NFA) or a deterministic finite automaton (DFA). In the NFA approach [44,45], individual regular expressions are processed in parallel independently. Each input character is sent to every state in every regular expression, and matching outputs are collected from all regular expressions running in parallel. More than one state in a NFA can be active at any time. A NFA can be converted to a DFA, in which the transitions between all valid combinations of the NFA states are compiled into a deterministic state transition table. A DFA maintains only one active state and performs a single state transition table lookup for each input character to determine the next active state. A DFA can be easily implemented in software on processor-based architectures. However, to represent all possible state combinations in the original NFA, the number of states in the minimal equivalent DFA can be $O(2^n)$ in the worst case, a phenomenon known as the state explosion [43,45]. In these cases, DFA–based approaches become infeasible to construct and accelerate. On the other hand, the parallel processing nature of the NFA makes it particularly suitable to accelerate in reconfigurable hardware, such as FPGA, which offers abundant parallelism and rich on-chip resources.

Note that all regular expressions are not created equally when implemented on hardware. Thus, when measuring the efficiency of a hardware solution, it is very important to take into account the complexity of the regular expressions being implemented. We define the following metrics to quantify the complexity of regular expressions when implemented in hardware matching engines:

- **State count**: Total number of states needed by the regular expression matching engine
- **State fan-in**: Maximum number of states that can immediately transition to any state
- **State fan-out**: Maximum number of states to which any state can immediately transition
- **Loop size**: Total number of transitions within a loop of state transitions
- **Branch-size delta**: Difference in number of transitions between two state transition paths with the same first and final states

The state count is originally used in [44] to describe the area requirement of a NFA–based regular expression matching engine. State fan-in and state fan-out, created by the use of union and Kleene closure operators, also affect logic complexity. We define state fan-in and state fan-out as the maximum number of signals entering and exiting any state, respectively, because the state machine runs at the speed of its slowest state transition. Note that, in general, state fan-in and state fan-out can be unequal to each other. The last two metrics, loop size and branch-size delta, would affect routing complexity when long and complicated regular expressions are implemented.

### TABLE 10.4
Regular Expression Operators

<table>
<thead>
<tr>
<th>Operator</th>
<th>Name</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>·</td>
<td>Concatenation</td>
<td>$a_1a_2$</td>
<td>$a_2$ right after $a_1$</td>
</tr>
<tr>
<td></td>
<td>Union</td>
<td>$a_1</td>
<td>a_2$</td>
</tr>
<tr>
<td>#</td>
<td>Kleene closure</td>
<td>$a^*$</td>
<td>$a$ zero or more times</td>
</tr>
<tr>
<td>+</td>
<td>Repetition</td>
<td>$a^+$</td>
<td>$a$ one or more times</td>
</tr>
<tr>
<td>?</td>
<td>Optionality</td>
<td>$a?$</td>
<td>$a$ zero or one times</td>
</tr>
<tr>
<td>[m,n]</td>
<td>Constrained repetition</td>
<td>$a[m,n]$</td>
<td>$a$ in $m$ to $n$ times</td>
</tr>
<tr>
<td>^</td>
<td>Start of string</td>
<td>^$a$</td>
<td>$a$ at start of input</td>
</tr>
<tr>
<td>$</td>
<td>End of string</td>
<td>$a$</td>
<td>$a$ at end of input</td>
</tr>
<tr>
<td>[...]</td>
<td>Character class</td>
<td>$[a−c]$</td>
<td>Either $a$, $b$, or $c$</td>
</tr>
<tr>
<td>[^…]</td>
<td>Inverted character class</td>
<td>[^abc]</td>
<td>Neither $a$, $b$, nor $c$</td>
</tr>
</tbody>
</table>

Note that all regular expressions are not created equally when implemented on hardware. Thus, when measuring the efficiency of a hardware solution, it is very important to take into account the complexity of the regular expressions being implemented. We define the following metrics to quantify the complexity of regular expressions when implemented in hardware matching engines:

- **State count**: Total number of states needed by the regular expression matching engine
- **State fan-in**: Maximum number of states that can immediately transition to any state
- **State fan-out**: Maximum number of states to which any state can immediately transition
- **Loop size**: Total number of transitions within a loop of state transitions
- **Branch-size delta**: Difference in number of transitions between two state transition paths with the same first and final states

The state count is originally used in [44] to describe the area requirement of a NFA–based regular expression matching engine. State fan-in and state fan-out, created by the use of union and Kleene closure operators, also affect logic complexity. We define state fan-in and state fan-out as the maximum number of signals entering and exiting any state, respectively, because the state machine runs at the speed of its slowest state transition. Note that, in general, state fan-in and state fan-out can be unequal to each other. The last two metrics, loop size and branch-size delta, would affect routing complexity when long and complicated regular expressions are implemented.
10.4.2 From Regular Expression to NFA

10.4.2.1 Parsing PCRE

Conventionally, the compilation of a regular expression (regex) starts from parsing the regex into a right-leaning (or left-leaning) parse tree representing the right-linear (or left-linear) production for the regular language [44]. When used for NIDS regular expressions in the Perl-compatible regular expression (PCRE) format, however, this approach is not concise for constrained repetitions. A repetition of \([n]\) will be parsed as \(n\) identical concatenation nodes. A repetition of \([m, n]\) will be converted to an \((n – m)\)-level nested union node in the parse tree. It creates an unnecessarily deep tree, which, in turn, results in deep levels of recursion during the follow-up NFA construction.

To overcome the above limitation, Yang et al. [46] designed an efficient, simple, and modular parsing approach to capture the full semantics of PCRE. The approach transforms each regex into a token list data structure. Each token contains four fields: \(val\), \(rep\), \(next\), and \(child\). A token list is a multi-level linked list of tokens chained by the \(next\) and \(child\) fields. A concatenate operation is implied between a token and its next token except when the token’s \(val\) field is the “union” (\(|\) ); then a union operation is used instead. Depending on its \(val\) field, a token can be one of four types: (1) single character class, (2) union-op to a sub-regex, (3) parenthesis of a sub-regex, and (4) various PCRE–extended features. A type-1 or type-3 token may have a \(rep\) field representing the constrained \([m, n]\) or closured (+ or *) repetition; a type-2 or type-3 token always points to a nested token list via the \(child\) field. The \(val\) field of a type-4 token stores a PCRE–extended feature, in which case the \(child\) field points to the corresponding raw sub-regex. Some of the features (e.g., \(^\hat{\text{}}\) and \(\$\) in Table 10.4) can be implemented by tweaking the follow-up NFA construction; others cannot be handled by finite automata and will be either partially ignored (e.g., conditional) or used to cut short the regex (e.g., back reference). Conceptually, the token list data structure is a combination of the parse tree [44,45] and the opcodes [47,48]. Each token is powerful enough to efficiently represent a wide range of PCRE extensions. Although some of these extensions cannot be supported by finite automata, the token list data structure can still be useful for future regular expression matching solutions based on a more powerful automaton.

10.4.2.2 NFA Construction

The first algorithm used in NFA construction [44] is the McNaughton-Yamada algorithm [49]. The original McNaughton-Yamada algorithm generates a NFA with many intermediate nodes and redundant \(\epsilon\)-transitions. A modified version is used [46,50] with the following distinct properties:

- Input \(\epsilon\)-transitions to the union operator are sent to each operand individually, and output \(\epsilon\)-transitions from all operands are collected and sent to the subsequent token(s).
- For the “\(^*\)” and “\(+\)” operators, a pseudo state is created temporarily during token conversion to find all the feedback targets. The actual backward \(\epsilon\)-transitions are made after the closed token has been converted.
- For the “\(^*\)” operator, the input transitions into the token are sent directly to the subsequent token(s) without being aggregated by an extra state.
- Constrained repetitions are converted directly into proper NFA states without first being converted into multiple unions.

As a result, none of the regex operators produces extra states to propagate \(\epsilon\)-transitions. Also note that recursion only occurs when there is a nesting of sub-regexes (due to unions or parentheses). In practice, the level recursion rarely exceeds 5. Figure 10.8 shows the NFA constructed for the example regex \(/b+c{5}(ab|a[ac])+d/\) where the dashed lines represent the \(\epsilon\)-transitions.
10.4.3 FROM NFA TO CIRCUIT

10.4.3.1 State Update Block
As shown in Figure 10.8, all pairs of nodes inside the shaded ovals have an identical structure. When constructing the NFA circuit, each of these pairs constitutes a state update block matching a single character class. All we need to do is to connect the inputs and outputs between various state update blocks as specified by the $\epsilon$-transitions. Within each node pair, the right node corresponds to a 1-bit state register whereas the left node corresponds to an input $\epsilon$-transition aggregator (implemented as an OR gate). The matching of the character class associated with the state is received as a 1-bit true or false signal to the AND gate. The state update block does not care about what the character class is. As a result, state update and transition are decoupled from character matching and classification.

There are two types of state update blocks: one accepting normal character matching and the other accepting negated character matching. This allows us to instantiate only one character matching circuit for both a character class and its negation, which potentially reduces the resource used for character matching by half. In addition, each state update block is also configured with one parameter: the number of input ports, determined by the number of “previous states” that immediately $\epsilon$-transition to the current state. Figure 10.9 shows the NFA circuit matching the regex example of Figure 10.8.

10.4.3.2 Character Classification
A complex but important feature of PCRE is the use of character classes. A character class is effectively a union of one or more character symbols from the alphabet. Efficient implementation of character class matching can significantly reduce the circuit complexity.
Character classification takes one character as an input and generates one bit of matching result. For 8-bit characters, any character classification can be fully specified by 256 bits, one for the inclusion of each 8-bit value. Thus character classification of an \( n \)-state NFA can be implemented in memory of no more than \( 256 \times n \) bits. Furthermore, if two states use the same character class for matching inputs, they can share the same character classification output.

When implementing character classification on FPGA devices, the amount of on-chip memory can be a limiting factor on the number of regex engines that can be implemented. While there are many techniques to compress memory, simply aggregating the character classifications from several regex engines into one place could effectively alleviate the problem. When constructing the centralized character classification, we examine and compare each state’s character class to the character class entries collected so far. If the character class of the current state is new, then a new entry is added to the character classification BRAM; if it is old, then a proper connection is made from the BRAM output of the previous character class entry to the input of the current state.

10.4.3.3 Multi-Character Input

Like the compressed AC-DFA discussed earlier for string matching, multi-character input can multiply the throughput. Some regular expression matching designs \([51,52]\) adopt temporal transformations at the NFA-level, at which state transitions are extended forward in time (in terms of the number of clock cycles) to construct a new NFA with multi-character state transitions. An alternative is to adopt a circuit-level spatial approach to construct multi-character input regular expression matching engines. An example two-character input circuit for the regular expression \(/b+c\{5\}(ab|a[ac])+d/\) is shown in Figure 10.10.

Compared to the temporal approaches \([51]\ [52]\), the multi-character input construction with spatial stacking is simpler, faster, and more flexible. The resulting circuit can be optimized automatically and effectively by the FPGA synthesis and implementation tools at the circuit level.

10.4.3.4 Staging and Pipelining

A common issue of most NFA–based regular expression implementations on FPGA is the decline in achievable clock frequency with large numbers of regular expressions, supposedly due to the more complicated routing of signals. This is especially true with techniques such as centralized character classification in which a single character matching output can be used in many disparate states.

We use an aggressive staging and pipelining structure to improve the clock rate. The set of regular expression matching engines are first divided into multiple pipelines; each pipeline is further divided into multiple stages. Every input character goes into a pipeline in the first clock cycle; then it is forwarded to the next pipeline in the next clock cycle. Within a pipeline, all the regular expression

---

**FIGURE 10.10** A two-character matching circuit for regex /b+c\{5\}(ab|a[ac])+d/.
engines share the same centralized character classification, whose output is buffered at every stage in the pipeline.

Matching outputs of all regular expression matching engines are prioritized with lower-indexed pipelines and lower-indexed stages having higher priority. Within a stage, matching outputs from different regular expression matching engines are priority-encoded. The encoded matching output is buffered to the next stages and pipelines in the same way as the input character classifications. This allows for a single matching output from all regular expression matching engines at any clock cycle.

10.4.4 Comparison

Table 10.5 shows the comparison of state-of-the-art NFA–based regular expression matching solutions implemented in FPGA. We define the throughput efficiency, in units of Gbps * state/LUT, as the concurrent throughput of the circuit divided by the number of LUTs the circuit used per state.

The FPGA implementation of [50] achieves higher throughput and throughput efficiency than others. The regular expression matching circuits of [52] can match eight characters per cycle but only at a much smaller scale (512 regexes), probably due to the complex multi-character circuit construction based on temporal extension. In [54], an aggressive shift-register lookup table (SRL) is used for constrained repetition, and common-prefix sharing is used to achieve very low resource usage per state. But the resource saving relies on the pattern properties of the regexes. Counters are used in [53] for matching repetition, which helps reducing the total LUT usage. Although [47] achieves lower performance than other solutions, it is worth mentioning that it utilizes a generic software-to-FPGA compilation and has performance numbers experimentally measured (rather than reported by the synthesis and place-and-route tools). [47] is also the only FPGA–based regular expression matching design able to handle true back references.

10.5 SUMMARY

Network intrusion detection systems (NIDS) have been widely used to secure the networks. However, the performance of NIDS must be capable of catching up with the explosive growth of network traffic to prevent the NIDS itself becoming the target of attacks. The core functions of modern NIDS include multi-match packet classification and deep packet inspection, which is based on multi-pattern string matching and regular expression matching. These functions are computation-intensive, especially when the size of the NIDS rule set is large. This has challenged conventional computing architectures with demanding CPU, memory, and I/O requirements. Dedicated hardware accelerators become a necessity to address these challenges.

<table>
<thead>
<tr>
<th></th>
<th># Non-Meta Chars</th>
<th>Multi-Char Per Cycle</th>
<th>Throughput (Gbps)</th>
<th># LUT Per State</th>
<th>Throughput Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bispo et al. [53]</td>
<td>19,580</td>
<td>1</td>
<td>2.9</td>
<td>1.28</td>
<td>2.3</td>
</tr>
<tr>
<td>Clark et al. [51]</td>
<td>17,537</td>
<td>4</td>
<td>7.0</td>
<td>3.1</td>
<td>2.3</td>
</tr>
<tr>
<td>Mitra et al. [47]</td>
<td>N/A</td>
<td>1</td>
<td>0.8</td>
<td>~ 2.3</td>
<td>~ 0.35</td>
</tr>
<tr>
<td>Sourdis et al. [54]</td>
<td>69,127</td>
<td>1</td>
<td>2.42</td>
<td>0.66</td>
<td>3.67</td>
</tr>
<tr>
<td>Yamagaki et al. [52]</td>
<td>40,896</td>
<td>4</td>
<td>3.63</td>
<td>0.94</td>
<td>3.86</td>
</tr>
<tr>
<td>Yang et al. [50]</td>
<td>~ 15k</td>
<td>2</td>
<td>4.88</td>
<td>1.24</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>~ 15k</td>
<td>4</td>
<td>7.46</td>
<td>2.2</td>
<td>3.4</td>
</tr>
</tbody>
</table>
This chapter gives a detailed introduction to each of the core functions of NIDS and the state-of-the-art hardware accelerators for each function. It reveals that the field programmable gate array (FPGA) technology has been an attractive platform for implementing these accelerators.

First, we discuss the hardware technology for accelerating multi-match packet classification in NIDS. We review both TCAM–based and FPGA–based solutions. We highlight the novel field-split parallel bit vector (FSBV) architecture, which requires a linear memory increase with the number of rules. Its FPGA implementation could store the full set of the current Snort rule headers using a small amount of on-chip resources and sustains 100 Gbps throughput for minimum size (40 bytes) packets. We also discuss the methods to support the unique Snort features in the BV–based architecture.

Second, we examine the hardware technology for high-performance string matching in NIDS. We give a detailed discussion on employing pipeline architectures for AC-DFA–based multi-pattern string matching. We revisit the classical AC algorithm and show that a $H$-stage linear pipeline can eliminate all the cross transitions to the top $H$ levels of an AC-DFA. Analysis using real-life string pattern sets shows that a pipeline with no more than eight stages could remove more than 99% of the overall transitions in an AC-DFA. Also we present the scheme to support multi-character input per clock cycle to achieve multiplicative throughput improvement. The implementation of the depth-bounded pipelined string matching architecture on a state-of-the-art FPGA sustains more than 10 Gbps throughput while supporting the full set of string patterns from the latest Snort rule set.

Third, we investigate the hardware technology for accelerating regular expression matching used by NIDS. We review the existing approaches and focus on hardware accelerators for NFA–based regular expression matching. We describe the details of converting regular expressions into NFA and then mapping it to circuit. Various optimizations, such as multi-character matching, shared character classifier, and fine-grained pipelining, are discussed. The FPGA implementation of NFA–based regular expression matching engines can achieve high throughput up to 7 Gbps.

So far, the above three core functions of NIDS, i.e., multi-match packet classification, string matching, and regular expression matching, are studied in an isolated context. While there remain a lot of challenges for each of these three problems, an interesting effort would be the efficient integration of the hardware accelerators for them together. For example, as the packet header classification is usually the fastest while the string matching is slower and the regular expression matching is the slowest, we can filter the string patterns based on the header classification results and then filter the regular expression patterns based on the string matching results. By this means, we may reduce the size of the pattern set, which can lead to improved performance and power efficiency.
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11.1 INTRUSION DETECTION SYSTEM DEFINITION

An intrusion detection system (IDS) could be defined as one of the security mechanisms that rely on monitoring and detection of attacks against information systems. The typical task of an IDS system could be, for example, detection of attacks targeted to blocking computer or service (DoS, denial of service), attempt of access to non-authorized resources, and installation of software-like worms or trojans. To locate our experiments within a general pattern of intrusion detection, we start from a presentation of the fundamentals of IDS models and approaches. Thus, intrusion detection systems could be classified according to three main criteria:
11.1.1 Source of Analyzed Information

- **Host based IDS**—that use information available on protected host-like audit files, service logs, etc.
- **Network based IDS**—that analyze information flows in the network between hosts (for instance, TCP/IP packet header, statistic of the packet traffic). Often such an IDS uses a set of sensors distributed in a different place on the network, which, besides the collection of data, could make basic analyses and send high-level information to a central system that is responsible for the final decision about attack detection.

11.1.2 Way of Analysis

- **Anomaly IDS**—that are looking for abnormal behavior of a monitored user or system. It is more effective for detection of unknown, new types of attacks.
- **Misuse IDS**—targeted for detection of well-known attacks, thanks to comparison of analyzed data with the data that is specific to attack behaviors (so-called signatures).

11.1.3 Reaction to Attack

- **Active**—that after finding the attack the IDS tries to block it (for instance, by modifying firewall rules in order to block traffic from suspicious IP addresses or disconnecting the network). Active IDS are often called intrusion prevention systems (IPSs).
- **Passive**—that transfer only information about the attack to a human administrator.

Research in the area of intrusion detection systems (IDSs) starts in 1980 from the publication of Anderson [1] who proposed a first IDS that analyzed data from an audit file, in order to look for suspicious activities. For analysis of data, he applied statistical methods that use probability distribution for each of the analyzed parameters from the audit data. A decision about an alarm was taken in the case when a defined level of mean value was overdrawn.

In the first years of usage, mainly IDS signature (expert systems), state analysis, and different models of normal behavior were used. This IDS solution has limitations, which are described below:

- For misuse IDS, it is not possible to detect a new attack or a modified version of a well-known attack.
- For anomaly IDS, very often a big number of false alarms is observed.
- Preparation of a signature for misuse detection or models of user’s normal behavior for anomaly detection are complicated and time-consuming tasks because of the still growing number of different activities of users and systems.
- Prepared models or signatures should be modified in order to work for new host operating systems or environments (especially host-based IDS dedicated to a particular operating system).

Therefore, since the 1990s, 20th-century research started analyzing machine learning algorithm systems (artificial intelligence) that could solve most of the issues presented above. That solution does not need to prepare a signature of attacks or a model of the normal user’s behavior because both are created automatically in the learning process. Machine learning techniques are dedicated for classification based on noncompleted information and are able to effectively analyze large amounts of information provided from different sources. Many different types of systems and algorithms, such as decision trees, neural networks, immune systems, and genetic algorithms, were tested. We decided to focus, in this chapter, on neural networks.

Because of their generalization feature, neural networks are able to work with imprecise and incomplete data. It means that they can recognize patterns not presented during a network learning
phase. That’s why the neural networks could be a good solution for detection of a well-known attack that has been modified by an aggressor in order to pass through a firewall system. In that case, a traditional intrusion detection system (IDS), based on signatures of attacks or expert-defined rules, may not be able to detect such a new version of this attack.

Unfortunately, as could be noticed [2–5] and in the results of our research (see Table 11.2), some representation of the new attack or new normal traffic not presented during the training process cannot be properly classified by a neural network. A simple remedy could be adding a vector representing the new traffic to the learning data set and retraining the neural network. However, the blocking problem for such an approach is to obtain data that represent new, previously undetected attacks. In this chapter, we present a proposal of a new algorithm and a new IDS architecture based on the neural network technology that allows the collection automatically of new attack-representing data and to use them for retraining and updating weights and the number of hidden neurons in distributed network detectors.

In our research, we focus on MLP and SVM neural network architectures. The result of the investigation is the information about the classification accuracy, represented as a number of false alarms and undetected attacks in comparison to the number of validation vectors. New attacks and new normal traffic representations are added to the training data set in order to observe their influence on improvement of the classification process for new vectors in a test data set.

The rest of this chapter is the following: In Section 11.2, we introduce the concept of neural networks and introduce the neural networks’ architectures often applied in IDS applications. In the most detail, we describe the architectures used in our own investigations. Section 11.3, describes the data set used in our research. It is KDD 99 with our extensions representing new attacks and new normal traffic not included in the original set. In Section 11.4, we present related work on the application of artificial neural networks for constructing intrusion detection systems and their effectiveness in detecting new, previously unknown attacks. Section 11.5 is the outline of the new IDS architecture that has a higher ability of detecting new attacks, and Section 11.6 contains the results of tests and experiments validating our proposal. Section 11.7 concludes the chapter, presenting possible future investigations concerning application of neural network–based IDS for new attack detection.

11.2 NEURAL NETWORKS

11.2.1 NEURAL NETWORKS: A WAY OF WORK

An artificial neural network is a system simulating the work of neurons in a human brain. In Figure 11.1 is shown a diagram of a neuron’s operation.

The neuron consists of a number of inputs emulating dendrites of the biological neuron, an adder module, an activation function, and one output emulating an axon of the biological neuron. The importance of a particular input is indicated by its weight, which emulates the biological neuron’s

\[ y = F \left( \sum_{i=1}^{N} w_i x_i \right) \]

FIGURE 11.1 Artificial neuron’s schema.
The input signals (assume we have \( n \) inputs) are multiplied by the values of weights \( w_i, i = 1, 2, \ldots, N \), and next the results are added in the adder block. The sum is sent to the activation block where it is processed by the activation function \( F(.) \). In that way, we obtain the neuron’s answer \( y \) for the input signals \( x_i, i = 1, 2, \ldots, N \). Thus, the way of work of a neuron in a neural network depends on values of \( w_i, i = 0, 1, 2, \ldots, N \) (calculated during the neuron’s learning) and a shape of the function \( F(.) \) (selected from a few usually used classes). This way, we obtain different classes of artificial neurons usually used in the neural network applications.

One of the most popular neuron models is a perceptron. The activation function \( F(.) \) of the perceptron is a step function: bipolar or binary function. For \( s = \sum_{i=1}^{N} w_i x_i \) it takes the value, respectively:

\[
F(s) = \begin{cases} 
-1 & \text{for } s \leq 0 \\
1 & \text{for } s > 0 
\end{cases} \tag{11.1a}
\]

or

\[
F(s) = \begin{cases} 
0 & \text{for } s \leq 0 \\
1 & \text{for } s > 0 
\end{cases} \tag{11.1b}
\]

The other possible activation functions are of sigmoidal shape (looking like a letter “S”), growing smoothly and monotonically from a minimal to a maximal value. Alike in the case of step functions, they can be bipolar or binary sigmoidal functions. Such functions can be written, for instance, as

\[
F(s) = \frac{2}{1 + \exp(-bs)} - 1 = \frac{1 - \exp(-bs)}{1 + \exp(-bs)} \tag{11.2a}
\]

or

\[
F(s) = \frac{1}{1 + \exp(-bs)}, \tag{11.2b}
\]

respectively. The first one is a hyperbolic tangent-like function, and the second one is a logistic function. Usually in applications, we assume \( 0 < b \leq 1 \); however, for \( b \to \infty \), the first function (the bipolar sigmoidal function) tends to the bipolar step function, and the second one tends to the binary step function. The neurons using sigmoidal activation functions are called sigmoidal neurons.

A similar (but not smooth) activation function we can obtain using piece-wise linear maps. For example, for bipolar and binary effect we can use

\[
F(s) = \begin{cases} 
-1 & \text{for } s < -1 \\
s & \text{for } -1 \leq s \leq 1 \\
1 & \text{for } 1 < s 
\end{cases} \tag{11.3a}
\]

or

\[
F(s) = \begin{cases} 
0 & \text{for } s < -0.5 \\
s & \text{for } -0.5 \leq s \leq 0.5 \\
1 & \text{for } 0.5 < s
\end{cases}, \tag{11.3b}
\]
respectively. The special kinds of activation functions, called radial basis functions, are used in neurons constituting so-called radial basis function (RBF) networks. Such real-valued functions have a property that their values depend only on the distance from the origin. Examples of the RBF used as activation functions could be the Gaussian function

$$F(s_1, s_2, \ldots, s_N) = \exp \left( -\sum_{i=1}^{N} \frac{(s_i - b_i)^2}{a^2} \right), \quad (11.4)$$

the multiquadratic function

$$F(s_1, s_2, \ldots, s_N) = \sqrt{\sum_{i=1}^{N} (s_i - b_i)^2 + a^2}, \quad (11.5)$$

and the inverse multiquadratic function

$$F(s_1, s_2, \ldots, s_N) = \frac{1}{\sqrt{\sum_{i=1}^{N} (s_i - b_i)^2 + a^2}}. \quad (11.6)$$

In the above RBF definitions, $s_1, s_2, \ldots, s_N$ are the activation function’s input vector coordinates; the parameters $b_i, i = 1, 2, \ldots, N$ define the central point of the function (the origin’s location in $R^N$) while $a^2$ affects the spread of the radius. More detailed information about a neural network can be found in [6].

The next important aspect of neuron and neural network applications is the learning procedure leading to fixing concrete values of the weights. Because one neuron cannot solve a complex problem, the neural networks composed of many neurons are used (the architectures of neural networks will be presented in another part in this section). The learning or, as we sometimes say, training procedure is also applied to the neural networks. The purpose of the learning of neurons (a neural network) is fixing values of weights (which are parameters of the estimated observation values) in such a way that the neuron (the neural network) for all values of observations (its inputs) gives the output, which is optimal or, in other words, which minimizes a cost function. The cost function $C(.)$, which is a real-valued convex function of observations, could be defined for each particular problem accordingly.

In neural network applications, three main learning approaches are used: supervised learning, unsupervised learning, and reinforcement learning. The choice of one of those approaches depends on what kind of information about a process we have, what is the purpose of learning, and what is the network’s architecture. Let us start from a basic description of the three methods.

In supervised learning, we use a set of samples of pairs $(X^{(i)}, Y^{(i)}), i = 1, 2, \ldots, I$ where $X^{(i)}$ is an input value (the i'th vector of observations), and $Y^{(i)}$ is a corresponding output value. In the learning procedure, we select such values of weights, which, for given values of actual observations, give the calculated neuron’s outputs (or the network’s outputs) nearest to the corresponding sample outputs. In other words, we wish to deduce the mapping implied by the sample data set tuning the weights’ values. The quality of such an approximation is measured with a cost function, which expresses the mismatch between the exact sample data and results of the neural network–based approximation. In supervised learning, a commonly used cost function is the mean-squared distance. It is expressed
by the averaged (over the set of observations) square of differences of actual values $\hat{y}_j(X, w)$, $j = 1, 2, \ldots, M$ of the outputs calculated for particular observations $X$ with the weights $w$ ($X = (x_1, x_2, \ldots, x_N)$ being the vector of all inputs of the neuron/neural network while $w$ is the vector of all weights, and their desired values $y_j$. Thus, the cost $C(.)$ for a single training sample $(X, Y)$ can be expressed as

$$C(w) = \sum_{j=1}^{M} (\hat{y}_j(X, w) - y_j)^2$$  \hspace{1cm} (11.7)$$

and in a case of a larger training set $(X^{(i)}, Y^{(i)})$, $i = 1, 2, \ldots, I$ it will be averaged over all samples:

$$C(w) = \frac{1}{I} \sum_{i=1}^{I} \sum_{j=1}^{M} (\hat{y}_j(X^{(i)}, w) - y_j^{(i)})^2. \hspace{1cm} (11.8)$$

Another method of the weight selection is unsupervised learning. In the unsupervised learning, we use some sample observation data $X$ and a cost function $C(.)$, which should be minimized. The cost function is defined on the observation data and the network’s output. It depends on the task we want to describe and on some initial assumptions made on a basis of our knowledge: the properties of the model, its parameters, and the observed variables.

The third important approach to neural network training is reinforcement learning. In reinforcement learning, data $X$ are usually not given, but they are generated by a network’s interactions with the environment. At each instant of time $t$, the network performs an action $Y(t)$, and the environment generates an observation $X(t)$ according to its dynamics; the corresponding cost $C(t)$ should be calculated to valuate the network’s action. The purpose of learning is estimation of such values of weights in the network that the expected cumulative cost is minimal. The reinforcement learning can be considered as a feedback system in which the output of a network has an effect on its input, helping to minimize the cost function. In probabilistic formalism, it can be considered as a Markov decision process in which a neural network describes transitions between states of a Markov chain, and the learning is identification of its transition probabilities. The trained Markov chain should minimize the cost.

Each of the above three approaches is, in fact, a class of algorithms in which a particular solution depends on the learning problem formulation. A learning algorithm is an essential element of a neural network’s architecture.

As it is seen, a single neuron is very simple, and it can represent only simple functions. For higher generality, neurons are grouped in the networks called neural networks. As real neurons in a human’s brain, they are located in parallel layers in which the neurons are interconnected according to some pattern in such a way that outputs of neurons in an earlier layer are inputs of neurons in a farther one. Such a pattern together with a definition of a learning algorithm and a specific activation function define the neural network’s architecture. A detailed description of the learning methods can be found [7–9].

**11.2.2 Multilayer Perceptron**

One of the most frequently used neural network architectures is the multilayer perceptron (MLP) [10,11]. Such a network is built of several layers of neurons, and each neuron’s output of the previous layer is connected with some neuron’s input of the next layer, see Figure 11.2. The MLP architecture consists of input and an output layers and one or more hidden layers. The signal is transmitted through the network in one direction from the input to the output (this architecture is feedforward). The activation functions usually used in MLP networks are sigmoidal ones, both hyperbolic tangent (Equation 11.2a) and logistic (Equation 11.2b).
Example architecture of the MLP network is presented in Figure 11.2. For such an architecture, we can express values of signals on the output layer versus signals on the input layer. The output signal of the $i$th neuron ($i = 1, 2, \ldots, K$) after going through one layer is

$$z_i = F^1_i \left( \sum_{j=0}^{N} w^1_{ij} x_j \right).$$

(11.9)

Next, the output of the $l$th neuron ($l = 1, 2, \ldots, L$) after going through two layers is

$$v_l = F^2_l \left( \sum_{i=0}^{K} w^2_{il} z_i \right) = F^2_l \left( \sum_{i=0}^{K} w^2_{il} F^1_i \left( \sum_{j=0}^{N} w^1_{ij} x_j \right) \right).$$

(11.10)

and so on. In Equation 11.9 and Equation 11.10, we assumed that superscripts are numbers of layers, $w^1_{ij}$ are weights of the $i$th neuron for the $j$th input in layer 1, $(w^2_{il}$ analogously in layer 2) and $F^1_i , F^2_l$ are corresponding activation functions. The MLP network formula (Equation 11.9) can represent the input layer activity and formula (Equation 11.10) for the first hidden layer. To model the next hidden layers and the output layers, one should iterate the formulae accordingly.

The MLP network undergoes a supervised learning. Adaptation of the weights $w$ is a stepwise procedure running according to the formula:

$$w(t + 1) = w(t) + \Delta w = w(t) + \eta(t) \cdot p(t).$$

(11.11)

where $\eta$ is a learning coefficient, and $p(t)$ is a direction vector in an $n$-dimensional space of all weights. Because the gradient of a function indicates the direction of its quickest growth (the quickest decrease when negated), it can be used for effective minimization of the cost function. In order to reach better efficiency and speed of the learning process, one can use the back propagation (BP) algorithm [12]. It runs in the following steps:

**Step 1.** Entering a vector of inputs $x$ on the first layer and analysis of signals in the network propagating feed-forward. Using the formulas in Equations 11.9, 11.10, and so on, one obtains input signals for all layers and is able to calculate the derivatives of activation
functions for all layers: \( \frac{dF^1(u^1_i)}{du^1_i}, \frac{dF^2(u^2_i)}{du^2_i}, \ldots, \frac{dF^m(u^m_i)}{du^m_i} \), where \( m \) is the number of layers in the network, \( u^k_i = \sum_{j=0}^{N} w^k_{ij} x^k_j \) and \( x^k_j \) is \( j \)th input of the \( k \)th layer of the network, \( j = 1, 2, \ldots, N \), \( k = 1, 2, \ldots, n \).

**Step 2.** Building a back propagation network by inverting the direction of the signal’s flow, replacement of activation functions with their derivatives, and putting at the network’s output a difference of the actual \( \hat{y}_i \) and desired \( y_i \) output values, \( i = 1, 2, \ldots, M \) (now playing a role of an input). For such a network, we calculate the backward differences. For the last (output) layer it will take the form:

\[
\delta_i^2 = (\hat{y}_i - y_i) \frac{dF^2(u^2_i)}{du^2_i} \tag{11.12}
\]

while for the hidden layer the difference is

\[
\delta_i^1 = \sum_{k=1}^{M} (\hat{y}_k - y_k) \frac{dF^2(u^2_k)}{du^2_k} w^2_{ik} \frac{dF^1(u^1_i)}{du^1_i} \tag{11.13}
\]

**Step 3.** Adaptation of the weights is according to formula (2.11) with application of results of steps 1 and 2 with

\[
\Delta w^2_{ij} = \eta \delta^2_i v_j \tag{11.14}
\]

for the output layer and

\[
\Delta w^1_{ij} = \eta \delta^1_i x_j \tag{11.15}
\]

for the hidden layer.

**Step 4.** The procedure defined by steps 1, 2, and 3 must be repeated for all vectors from the training set. The training goes until a stop condition (approaching either the expected cost value or the number of iterations and gradient limits).

Under the condition of continuity of the cost function \( C(w) \), the algorithms based on gradient methods of optimization are the most effective ones. Assume that \( w = [w_1, w_2, \ldots, w_n]^T \) is the vector of all weights in a neural network. The cost function \( C(w) \) can be expanded into a Taylor series at point \( w \) along some direction vector \( p \):

\[
C(w + p) = C(w) + [g(w)]^T \cdot p + \frac{1}{2} p^T \cdot H(w) \cdot p + \ldots \tag{11.16}
\]

where

\[
g(w) = \nabla C(w) = \left[ \frac{\partial C}{\partial w_1}, \frac{\partial C}{\partial w_2}, \ldots, \frac{\partial C}{\partial w_n} \right]^T \tag{11.17}
\]

is a gradient vector of \( C(w) \) and
is the matrix of partial derivatives of the cost function \( C(w) \) (its Hessian).

Now, we can say that the optimal weight in the \( k \)th iteration \( w_k \) minimizes \( C(w) \) if \( g(w_k) = 0 \), and the Hessian \( H(w_k) \) is positively definite. To minimize the cost function \( C(w) \), one should select such a value of the learning coefficient \( \eta_k \) and the direction vector \( p_k \) that in the next iteration the cost is smaller, \( C(w_{k+1}) = C(w_k + \eta_k p_k) < C(w_k) \). In practice, several particular methods of gradient optimization are used. Now, we will refer to some of them.

A simple version of the gradient method is the method of steepest descent [13]. It restricts the expansion (Equation 11.16) to the first two terms (it misses information given by Hessian). As the direction vector, it takes \( p_k = -g(w_k) \), and the updates of weights are \( \Delta w_k = \eta_k p_k + \alpha(w_k - w_{k-1}) \) appropriate choice of constants \( \eta_k \) and \( \alpha \).

Some other method is the variable metric method [14], which uses the first three terms from the expansion (Equation 11.16). It uses the direction vector in the form \( p_k = -[H(w_k)]^{-1}g(w_k) \) or an analogous formula with approximate expressions for the Hessian. Two main algorithms of such a type are BFGS (Broyden-Fletcher-Goldfarb-Shanno) and DFP (Davidon-Fletcher-Powell). A computationally more effective variant of the method is the one-step secant algorithm.

Some methods resign with using Hessian in calculating the direction vector. For instance, the conjugate gradient method [15] estimates the actual value of the direction vector \( p_k \) using previous directions \( p_0, p_1, \ldots, p_{k-1} \). The expression for \( p_k \) is \( p_k = g_k + \beta_{k-1} p_{k-1} \), where \( g_k \) is the value of the gradient at point \( w_k \), and \( \beta_{k-1} \) is the coefficient of conjugation. The versions of such an algorithm differ with methods of calculation of \( \beta_{k-1} \) (e.g., methods by Fletcher-Reeves, Polak-Ribiére, Powell-Beale). Quicker learning can be obtained using the scaled conjugate gradient algorithm proposed by Moller [15].

Another method that also avoids calculating Hessian is the Levenberg-Marquardt algorithm [16]. It requires calculating the Jacobi matrix \( J(w) \) containing first derivatives of the cost function \( C(w) \). Now the gradient is calculated according to the formula

\[
g(w) = [J(w)]^T e(w) \tag{11.19}
\]

and the approximate value of the Hessian in step \( k \) is

\[
G(w_k) = [J(w_k)]^T J(w_k) + \nu_k I \tag{11.20}
\]

where \( e(w) \) is a vector containing the values of the cost function for each output of the neural network, and \( \nu_k \) is the Levenberg-Marquardt parameter. The algorithm works in such a way that at the beginning of the training when the actual value of \( w_k \) is far from the solution, then values of \( \nu_k \) much greater than the eigenvalues of the matrix \( [J(w_k)]^T J(w_k) \) are applied, and optimization works with the method of steepest descent is applied with

\[
p_k = \frac{g(w_k)}{\nu_k} \tag{11.21}
\]
Later, when the approximation error decreases, the parameter \( \nu_k \) decreases as well, and the matrix \( [Jw_k]^TJ(w_k) \) is more significant in formula (Equation 11.20) and defining the direction vector.

The next effective method of learning is the resilient backpropagation [17] algorithm. In this method, the updates of weights are made on the basis of the sign of the gradient’s coordinates without taking into account their absolute values:

\[
(\Delta w_k)_j = -\left( \eta_k \right)_j \text{sgn} \left( \frac{\partial C(w_k)}{\partial (w_k)_j} \right),
\]

where \( \text{sgn} \) is the sign function, and \( \frac{\partial C(w_k)}{\partial (w_k)_j} \) is the gradient of the cost function at step \( k \). The training coefficient is adapted for each weight according to changes of the gradient values.

### 11.2.3 Other Networks’ Architectures

The support vector machine (SVM) [10,18] is the feedforward neural network that consists of two layers (hidden and output) and that can use various types of the activation function. In the classification tasks, the first step of the SVM network work is to transform the nonlinearly separated input observations (with usage of a kernel function) to the space in which they can be lineally separated. The kernel functions are functions of observation data that are symmetric with two variables. They assign weights to points (say, \( x_i \in \mathbb{R}^N \)) around some other point (say, \( x_j \in \mathbb{R}^N \)). Examples of possible kernel functions are [19]

- **Gaussian kernel** \( K(x_i, x_j) = \exp \left\{ -\frac{||x_i - x_j||^2}{2\sigma^2} \right\} \)
- **polynomial kernel** \( K(x_i, x_j) = (ax_i \cdot x_j + b)^p \)
- **sigmoidal kernel** \( K(x_i, x_j) = \tanh(ax_i \cdot x_j - b) \)

The transformation of variables should lead to the situation in which in the new space the kernel function (being a function of two variables) could be represented as a product of two functions of one variable. The second step of the learning phase is the maximization of the separation margin between two classes of the observations. The calculations are performed now in the new space of the transformed variables.

Recurrent neural networks (RNN) [20] are the networks in which connections between units can form cycles: They are networks of neurons with feedback connections. This introduces internal states allowing dynamic modeling of temporal behavior of the networks, see Figure 11.3. Unlike feedforward neural networks (e.g., MLP and SVM networks), the recurrent networks use their internal memory to process arbitrary sequences of inputs. They can be learned both with supervised and unsupervised procedures. In the literature, one can find many particular proposals of RNN. The **Elman neural network** [21] is a three-layer network, see Figure 11.3, in which cyclic connections are in the hidden layer. It introduces so-called context units, which allow remembering previous states of the hidden layer neurons and use them in the training procedure.

The **Jordan recurrent neural network** [22,23] is similar to the previous one with the difference that context units are connected with the output layer neurons. The context units play here a role of a state layer remembering the last state of the whole network.
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The Hopfield neural network [24] is a one-layer regular network in which every two neurons have a connection described by a connectivity weight. The weights have such a property that no neuron has a connection with itself, and connections of different neurons are symmetric. Their activation functions are the step functions (Equations 11.1a or 11.1b).

A self-organizing map (SOM) [25] is trained using unsupervised learning. It produces a low-dimensional discrete map of the input space of the training samples. The training of SOM is an unsupervised one and is based on a network’s own criteria. Each node of SOM has its weight being a vector of dimension equal to the dimension of vectors of input data and has its position on a map space. Very often, SOM uses competitive learning in which the output neurons attempt to be activated. This activated neuron is a winning neuron (winner-takes-all neuron). The competition is forced by negative feedback paths in the network, so the neurons are organizing themselves, becoming active or not. Because the neurons have their positions at maps, the trained network represents a pattern drawn by active neurons. Such a model was first described by Kohonen [25], so such a network is also known as the Kohonen network. In its original form, it is a feed-forward structure with an input layer and a computational layer constituting of an array of rows and columns in which each node of the computational layer is connected to all nodes of the input layer. The training involves four phases: initialization of weights with small random values; competition in which each neuron calculates its value of a discrimination function (DF, describing distance of its actual output from actual weights) and in which, finally, the neuron with the smallest value of DF is the winner; cooperation during which the winner determines location of the neighbors of excited neurons and makes them cooperate; and adaptation in which, through decreasing values of the discrimination function of the excited neurons and adequate adjustment of the connection weights, are obtained a similarity of the weight vector of the winning neuron and the network input vector.

Several extensions of SOM neural networks have been proposed. One of them is the Pareto learning SOM [4,26]. In this case, instead of completely determined, e.g., the Euclidean distance as a discrimination function (requiring a priori knowledge of the error surface defined by the problem), the Pareto optimality is applied.

Another possible extension is the application of hierarchical self-organizing maps (H-SOM) [27,28]. The key idea H-SOM is to use a hierarchical structure of multiple layers in which each layer consists of a number of independent self-organizing maps (SOM). One SOM is used at the first layer of the hierarchy. For every unit in this map, a SOM might be added to the next layer of the hierarchy. This principle can be repeated with the third and any further layers of the H-SOM.

The precursor of a general SOM neural network was the learning vector quantization (LVQ) [29] artificial neural network. It uses a popular, in SOM, winner-takes-all learning approach. A goal of the algorithm is to approximate the distribution of a class using a reduced number of vectors from a...
codebook minimizing classification errors. It does not construct a map (as SOM does) and does not introduce the concept of a neighborhood.

As we already mentioned, some networks, e.g., SOM and LVQ networks, use the winner-takes-all learning approach. It is very useful in many applications. However, sometimes other training algorithms are better to be used. An example of a simple learning algorithm is $k$-nearest neighbor (K-NN) [30,31]. In this method, an object is classified by a majority of votes of his neighbors; it is assigned to the class most popular among its $k$ neighbors. The best choice of $k$ depends on data to classify. For $k = 1$, the method is called the nearest neighbor algorithm. To complete the definition, one should propose a metric to select neighbors. It can be Euclidean distance (for continuous variables) or Hamming distance (for discrete ones).

A radial basis function network (RBF) [32] is a network that uses radial basis functions as activation functions. The output $y$ of the network is a linear combination of radial basis functions of the inputs and neuron parameters, see Figure 11.4.

It can be represented by the formula

$$y = \sum_{j=1}^{K} c_j z_j = \sum_{j=1}^{K} c_j F_j(x_1,w_2 x_2,...,w_N x_N),$$  \hspace{1cm} (11.23)

where $K$ is the number of neurons in the second layer, $c_j$, $j = 1, 2, ..., K$ are the weights of linear combination of the RBF network’s output, $F_j(...), j = 1, 2, ..., K$ are the RBF of neurons in the second layer (the activation functions of one of the allowable forms, e.g., (2.4) – (2.6)), $n$ is the number of inputs of the neural network, $x_i$, $i = 1, 2, ..., N$ are the inputs of the network, and $w_i$, $i = 1, 2, ..., N$ are their weights.

A probabilistic neural network (PNN) [33] is a multilayered feedforward neural network organized into four layers called the input layer, hidden layer, summation layer, and output layer. Each neuron in the input layer provides the same input values to the pattern layer neurons. In classification problems, $N - 1$ neurons are used for $N$ categories. The pattern layer contains one neuron for each case in the training data set. It uses an exponential activation function (e.g., $\exp \{((w_{x} - 1)/\sigma^2)\}$) as a nonlinear operation of the network. It stores the values of the predictor variables for the case along with the target value. The input and pattern layers form a connected structure. The summation layer contains one neuron for each category of the target variable. The actual target category of each training case is stored with each neuron; the weights of signals coming out of a hidden neuron grow only for the neuron of the pattern layer, which corresponds to its category. The neurons of the summation layer add the outputs of the pattern layer for the class they represent. The output layer takes a final decision on classifying the sample as belonging to the specific category. It compares the outputs of neurons of the summation layer and chooses the most significant as the class indicator.
The PNN can be also used for identification of unknown categories from the observed data [34]. This gives some alternatives to the approach presented in further sections of this chapter.

By hybrid networks [35], one understands the neural networks that unify several methodologies and cannot be included in a specific class. An approach incorporating elements of symbolic computations and artificial neural networks into one model is one possibility. Symbolic representations have advantages with respect to explicit, direct control, fast initial coding, dynamic variable binding, and abstract modeling. Including neural networks adds the possibility of learning, robustness, and generalization to similar input.

Another understanding of hybrid networks [36,37] is a combination of the network’s layers of a different nature into one network, e.g., combining self-organizing and feedforward layers into one neural network model. Such a combination is closer to the biological paradigm than pure feedforward networks or classical associative memories and gives more flexibility in the network’s training.

11.2.4 NEURAL NETWORKS USED IN OUR RESEARCH

In our analysis, we made a number of experiments using different neural network architectures for new attack detection [38]. The most effective ones proved to be the MLP and the SVM neural networks.

The first series of tests has been performed with the MLP neural network (see Section 11.2.1). We used the network with three layers: the usual input and output layers and one hidden layer, and we trained it with the back propagation algorithm. In our research, we used the two following variants of the BP algorithm:

- Levenberg-Marquardt (trainlm)
- Resilient back propagation (trainrp)

For the simulation process, the MATLAB® toolbox was used. The variants of the BP algorithm that were applied are followed by names of the learning MATLAB’s functions given in parentheses.

The second neural network architecture that was applied for our experiment is the support vector machine (SVM). It was the feedforward neural network that consisted of two layers (hidden and output) and with the Gaussian kernel function. Parameters of the kernel function have been selected with a $n$-fold cross-validation method practically described [39]. In the simulation, LibSVM implementation of the SVM network was used.

11.3 INPUT DATA FOR THE DETECTION OF ATTACKS

In the first phase of our investigation, we used the KDD 99 data set as the input vectors for training and validation of the neural networks. This data set was prepared based on the data collected in the DARPA (Defense Advanced Research Project Agency) intrusion detection evaluation program. The MIT Lincoln Lab that participated in this program had set up simulation of a typical LAN network in order to acquire raw TCP dump data [40]. They simulated LAN network operating as a normal environment, which was infected with different types of attacks. The raw data was processed into connection records [2,41,65]. For each connection, 41 different features were extracted. Each connection was labeled as the normal one or as being under a specific type of attack. Four main categories of the attacks were simulated:

- **DoS** (denial of service)—An attacker tries to prevent legitimate users from using a service, e.g., TCP SYN Flood, Smurf, etc.
- **Probe**—An attacker tries to collect information about the target host, for example, scanning victims in order to get knowledge of available services, operating system version, etc.
U2R (user to root)—An attacker has a local account on the victim host and tries to gain root privileges.

R2L (remote to local)—An attacker does not have local account on a victim host and tries to obtain it.

The KDD 99 data set is divided into three subsets: 10% KDD, corrected KDD, and whole KDD. Basic characteristics of the KDD 99 data sets are shown in Table 11.1. Table 11.1 includes the number of connections assigned to the particular class of an attack (DoS, Probe, etc.).

The 10% KDD data set is used for the training process of the IDS. It includes connections simulating 22 types of attacks and the normal traffic. The corrected KDD data set is used for the testing process of the IDS. It includes an additional 14 types of new attacks not presented in 10% KDD and in whole KDD. Thanks to them, it is possible to check if the IDS is able to detect a new attack not presented in the training phase.

In the second phase of investigation, we added to the KDD 99 data set the simulation results of 14 new attacks (generated with usage of Metasploit Framework) and a new normal traffic containing instant messaging, VoIP, audio streaming, and network games. These types of network traffic were not presented before in the KDD 99 data set and could show how our proposal works for the real data.

11.4 LITERATURE REVIEW

Usage of neural networks for intrusion detection was presented in many publications. There are visible three main research streams that will be described in the next subsections:

11.4.1 PREPROCESSING OF INPUT DATA

An input data from an IP network or an audit log must be transferred to the numeric representation in order to be analyzed by the neural network. Because the number of features and vectors is very large and could negatively impact on the performance of the IDS, most welcome are solutions that allow reducing it. Two main ways of reduction are described in the literature:

11.4.1.1 Input Data Clustering

This solution assumes that data are clustered before going into the input of a neural network. It allows a decreasing amount of analyzed data because of the use of a group of data with similar features instead of individual vectors. In the paper [42], usage of a SOM neural network allows the creation of an input vector that includes a series of events related to a particular attack. In [43] was described usage of a neural network (also SOM) to preprocess input data in order to obtain a constant number of groups in which each of them consisted of a similar intensity of IP network flow.

11.4.1.2 Reduction of Input Vector Size

The second way of improving the performance of an IDS is decreasing the number of analyzing vector features. In order to achieve this goal in the papers [44] and [45] was proposed the choosing of the most important features related to each of the analyzed group of attacks. Usage of a FNT
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(flexible neural tree) algorithm allowed the reduction in number of analyzed features of a KDD vector from 41 to 4 (normal), 12 (probe), 12 (DoS), 8 (U2R), and 10 (R2L). Presented results of a simulation for a reduced to 12 features vector with a neural network show the accuracy of the attack detection from 95.08% to 100% and a false alarm rate from 0.1% to 0.8%. Compared to a simulation without features reduction proposed solution increased detection accuracy for the R2L and DoS attacks group.

In paper [2], the most important features related to a TCP/IP packet header from the DARPA data set was found with usage of a genetic algorithm.

Reduction of input data is accomplished with two methods: PBRM (the performance-based ranking method) and support vector decision function ranking were described in [46]. For each of five classes from the KDD data set was found the most relevant features. The PRBM method relies on the following algorithm: from the input data was deleted one feature; next, the process of learning and testing is conducted; and in the last step, results such as accuracy and duration of learning and testing phases was compared to obtain for classification learning with a complete 41-feature vector. SVDFR methods rely on the counting of weight with the usage of a decision function of support vectors. Relevance of each feature is indicated based on weight values. Results obtained for the two methods were similar for DoS, Probe, and R2L classes. Simulation with usage of a SVM classifier was shown similar results concerning classification accuracy and a shorter duration time of learning and testing phases for a reduced data set.

11.4.2 Architecture of IDS Based on Neural Network

In the literature, there are presented two approaches of usage of neural networks in IDS:

- Combination of neural network and expert system—the neural network identifies suspicious events and transfers them to an expert system for more detailed analysis.
- Usage of the neural network as an autonomous system that is learning signatures of attacks or normal behaviors of the end user and, in the next step, based on its own analysis decides to treat monitoring traffic as an attack or normal.

An example of the first approach was described by Debar [47]. In this solution, the role of the expert system is to make a final decision about the generation of alarm. The decision is made based on information from the output of the neural network and analysis of audit data that rely on comparing it with well known signatures of attacks collected in the knowledge data base. The block schema of this system is presented in Figure 11.5.

The system consists of the following blocks:

- **Data acquisitions**—responsible for collecting the audit data.
- **Data formatting**—that preprocesses analyzed data to a representation accepted by the neural network and expert system.
- **Neural network**—responsible for analysis of audit data. Also in this block coding and decoding of audit data to numeric representation is conducted.
- **Expert system analysis and control of neural network**—block analysis output of neural network and translation of information to a form proper for intrusion detection. It is also responsible for system controlling of the neural network learning process.
- **Expert system analysis and decision**—module generates an alarm based on information from the neural network or comparison of analyzed data with the knowledge base that includes scenarios of known attacks.

This solution provides the following advantages: a decrease in the number of false alarms thanks to adaptation of thresholds based on information from the neural network; moreover, there is an
increase in performance and accuracy because only suspicious events are transferred to the expert system. The main disadvantage is the necessity of updating the expert system when the neural network detects a new attack whose scenarios are not included in the knowledge base.

Consider the second approach (the neural network as an autonomous system); most of the known architecture of the neural network was analyses. Below is described some of the research examples.

A recurrent neural network was used in the case when the input data depended on an answer of the system in previous steps. For example, an analysis of usage of the Elman neural network for looking for intrusions in the UNIX command sequence was presented [21]. Research on the IDS based on Jordan and Elman recurrent neural networks that analyze SQL requests in order to find SQL injection attacks was considered [23].

A description of self-organizing map (SOM) usage for IDS was the subject of paper [48]. The neural network analyzed a distance between vectors representing an attack and normal traffic. In the case, when this distance was longer than a threshold, an alarm was generated. Usage of an improved SOM network (full Pareto learning SOM) that uses a new learning rate function was described [4]. The presented research results show that in comparison to SOM, there were obtained better classification results and a shorter time of learning.

The described above examples of usage of the SOM network was validated in offline analysis by usage of before collected data. Such an approach does not allow reacting to the attack in time when it occurs. An IDS (RT-UNNID, real-time unsupervised neural-net-based intrusion detector) based on a SOM network that, working in real time, was presented [49]. The schema of work of this solution is shown in Figure 11.6.

In the first step, Sniffer collects the packet data from an IP network. Next, this data are preprocessed to numeric representation that could be recognized by the neural network (module UNN Engine). Information about classification of an input vector as an attack or as normal traffic is transferred to the Responder module, which writes it in logs and generates an alarm for the suspicious traffic. The SOM network is learned as follows: In the first step, the network assigns vector to groups based on their similarity. After finishing of the clustering process, it was chosen a neuron’s output responsible for representation of each group. For instance, if 50% vectors belong to the normal category, the whole group is labeled as normal. When the neuron’s output does not indicate
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**FIGURE 11.5** The block schema of an IDS system (based on Debar, H., Becke, M., and Siboni, D., Proc. of the IEEE Computer Society Symposium on Research in Security and Privacy, 240–250, 1992). (1) Retrieval and formatting of the audit records from the target system; (2) computation of complementary context-dependent inputs; (3) raw output of the artificial neural network; (4) supervised learning and output interpretation; (5) input from the model of the behavior of the user; (6) final decision and alarm generation.
any group, it should be removed. In this work was also presented a comparison of results for usage as UNN Engine module SOM and ART neural network. Better results were obtained for ART architecture that was allowed to detect 97% of the presented attacks with a 2% false alarm rate. In comparison, the SOM neural network was obtaining a 95% accuracy detection rate of attacks with a 3.5% false alarm rate. The ART network also allows learning new patterns on each level of the learning process. Additionally, performance of tested neural networks was compared, and results shown that, for ART, time of learning is shortened and this architecture is able to more quickly classify input vectors.

The main advantage for the usage of SOM is the possibility of learning the system basing on unlabeled data. One of the disadvantages of SOM is the dependence of network performance on the neuron's number. The more features in the vector, the more inputs that are needed, and because of this SOM network's behavior, time of analysis is longer. In [50] was presented a solution that solves this drawback and, for the same detection accuracy, offers a shorter duration time for the analysis and learning processes. A proposed ICLN (improved competitive learning network) algorithm changes the way of neurons update by usage of an additional kernel function (with arguments depending on distance between the neurons) on which depend values of weights' updates. For a reduced to seven attacks and normal traffic KDD data set, there was obtained a 98% accuracy of classification.

Many publications described usage of the MLP network. Cannady [51] presented the neural network with four layers and nine input and two output neurons that represent the attack as “1” “0” or the normal traffic as “0” “1.” It successfully detected three presented types of attack. Other examples of usage of the MLP are described [42,52].

Very high classification accuracy was achieved thanks to the SVM network. One of the first usages of this type of neural network for intrusion detection was presented by Mukkamala [53]. The described experiment used the KDD 99 data set; the tests showed that for the same detection accuracy (about 99%) the SVM learned and worked more quickly than the MLP network. One of the small disadvantages of the SVM network was the possibility of classification of only binary problems. In the case when it is important to recognize also a type of attack, a separated network for each class of the attack should be used [53].

Also usage of hybrid neural network architecture could improve detection accuracy. In [54] was presented an example of such a system consisting of RBF (radial basis function) and Elman neural networks. The proposed hybrid IDS was validated with DARPA input data; the results obtained showed good accuracy in detection of DoS and probing attacks. A mixture of MLP and SVM networks was used for classification of the SQL injection attack in paper [55]. Also, usage of clustering methods as a first module that preprocessed input data before neural network analysis could improve performance of the IDS. A hybrid IDS system consisting of SVM and the hierarchical clustering algorithm was described [56]. The IDS based on fuzzy clustering and the MLP network was presented [57,58]. Presented [57] test results showed a better classification accuracy of
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such an approach in comparison to SVM, K-NN (k-nearest neighbor), or H-SOM (hierarchical self-organizing map) architectures. Composition of LVQ (learning vector quantization) and k-nearest neighbor was described [59]. The proposed system was validated on a small part of the KDD data (3937 vectors) with an 89% classification success rate for all five classes.

Better classification results could be also obtained by using features and a training instance weighting algorithm [60].

11.4.3 NEW ATTACK DETECTION

In the literature, there are many papers concerning tests of usage of various neural network architectures for attack detection but only a few that focus on a new attack recognition issue. Bouzida and Cuppens [61] proposed to use a threshold from the above that should be their reaction of output neurons. In the case when this reaction is below the threshold, it might be a new attack, and this vector should be more deeply analyzed. Unfortunately, even if this solution is successful for some new types of attack, it cannot help in increasing the detection accuracy of new attacks from the U2R class.

In paper [2] was presented the usage of an expert system and the hybrid neural network RBF-SOM in order to adapt the system to identification of new classes of attacks.

A hybrid system consisting of the MLP neural network and a fuzzy inference module was proposed by Tai [62]. The results of their work showed the possibility of detecting one new attack (synk4-TCP SYN flood). Unfortunately, the tests have not been performed on a wider data set such as the KDD 99, so it is not possible to compare the approach [62] with that presented in this chapter, the new IDS architecture proposal. Recognition of previously unknown attacks with application of neural networks was also considered in [66,67].

11.5 THE PROPOSAL OF THE NEW IDS ARCHITECTURE

The main goal of the IDS architecture proposed in this section is to allow adapting the IDS system to the correct classification of new network traffic related to both normal behavior of an end-user and to new attacks. The block diagram of the architecture is presented in Figure 11.7.

![Block diagram architecture of the IDS proposal.](image-url)
The IDS system proposed in Figure 11.7 is composed of three main modules: H&N monitor, Net-LAN monitor, and central module. The role of each module is the following:

### 11.5.1 H&N Monitor

The main task of this module is analyzing logs and a host’s audit data in order to find an anomalous event that can be an aggressor’s activity. When an attack is detected by the audit detector, a network packet associated with it should be identified. Based on that network data, the KDD 99 vector of the attack detected is created and is delivered with the alarm flag to the central module where it could be used to retrain the base classifier.

### 11.5.2 Net-LAN Monitor

This module analyzes network data provided by a sniffer and transforms it to the KDD 99 vector form. The neural network is used for the classification process. It takes a decision about whether a current vector is related to an attack or to normal traffic. In the case of the attack detection, the alarm flag accompanied by the KDD 99 vector is sent to the central module. Based on this KDD 99 vector, it is possible to perform additional analysis, and, finally, an eventual decision about classification of this alarm to the attack group or to the false alarm group is taken. For the additional analysis purpose, the central module can use various methods (in the simplest way, by analysis of a security officer). In a case of the false alarm, the provided KDD 99 vector can be used to retrain the base classifier and to update all classifiers in all Net-LAN monitor modules.

### 11.5.3 Central Module

This module obtains all alarms from distributed Net-LAN and H&N monitor modules and presents them to the end user of the IDS system. The second task of this module is retraining the base classifier with using the new learning data provided by H&N and Net-LAN monitors. The base classifier is the neural network that has the same architecture and weight values as Net-classifier in each Net-Lan monitor module. After the retraining process, information about the updated weights and the new number of hidden neurons is sent to all Net-LAN monitor modules.

An example of the network architecture that can use our solution is shown in Figure 11.8.

In our work, we decided that the H&N monitor module is located on a honeypot system. This localization has the following advantages:

- The honeypot system can be created with specific security rules that are less restrictive than the rules for other hosts in the protected network. In that case, the host with the installed honeypot system can be visible for an aggressor as an easier target to attack than other hosts. Thanks to this feature, it is more probable than for a real production server or for an end user host that the aggressor performs a new attack against it. As a result, we can collect the data that represent this new attack. Moreover, focusing an aggressor’s attention on the honeypot could distract him from production servers and could increase other hosts’ safety.
- The honeypot system only simulates some network services, and the size of the normal traffic destined for it is very limited. That’s why it is easier to identify the data related to the new attacks.

The honeypot system in our proposal is located in the DMZ (demilitarized zone). Thanks to this localization, in a case of taking over the honeypot control by an aggressor, the risk of a successful attack against another host located in this internal network is lower because they are protected by the specific rules of a firewall. Moreover, the DMZ is less secure, so it could attract aggressors and make it easier to collect the data related to the new attacks.
In order to analyze all network traffic data, a Net-LAN monitor should be located in each real or virtual subnetwork.

11.6 RESULTS OF TESTS

Our investigation was divided into two phases. In the first phase, the accuracy of classification of a new pattern by the neural network was analyzed. The goal of the second phase was to build the prototype of the IDS in the proposed architecture and to check its effectiveness concerning detection of the new attacks and the normal traffic classification. The data sets used for each phase of investigation have been described in Section 11.3.

11.6.1 PHASE 1

For the simulation, we used two architectures of the neural network: MLP and SVM. For the training and validation, the KDD 99 data sets were used. More information about creation and training the neural network can be found [63].

During analysis of the test results, we noticed that both neural network architectures have a problem with classification of a new attack not presented in the learning phase.

- For the MLP network, the detection rate of a new attack was only 4.26% while, for the other attacks presented during the learning phase, it was 98%. The false alarm rate was 2.5%.
- For the SVM network, the detection rate of a new attack was only 18.7% while, for the other attacks presented during the learning phase, it was 97%. The false alarm rate was 2%.
In Table 11.2, the accuracy of detection for each type of the new attacks from the test data set was presented. It could be noticed that for 17 new attacks only two were classified with a detection rate that equals 100%.

11.6.2 Phase 2

As we noticed in the first phase, the SVM network better classified a new pattern. That’s why, for the second phase of the investigation, we decided to use only this neural network’s architecture. The results of the tests are presented in Table 11.3 (new normal traffic) and Table 11.4 (new attacks).

The first row of each table corresponds to the situation in which the new normal traffic and the new attacks were not presented in the learning phase. In that situation for Table 11.3, false alarms were observed for four from 10 new normal vectors analyzed by a Net-LAN monitor module. For Table 11.4, it could be noticed that four new attacks were not detected. The new attacks not detected by the Net-LAN monitor were later detected by the H&N monitor located on the honeypot hosts. Thanks to it, we obtain the vectors for retraining the neural networks in the central module and for
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**TABLE 11.2**
The Accuracy of New Attack Detection from Corrected KDD Testing Data Set

<table>
<thead>
<tr>
<th>Name of Attack</th>
<th>Number of Vectors in Test Data Set</th>
<th>Attack Detection Rate [%] (SVM)</th>
<th>False Alarm Rate [%] (MLP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snmpgetattack</td>
<td>7741</td>
<td>0.25</td>
<td>0.02</td>
</tr>
<tr>
<td>Named</td>
<td>17</td>
<td>29.4</td>
<td>52.94</td>
</tr>
<tr>
<td>Xlock</td>
<td>9</td>
<td>0</td>
<td>55.55</td>
</tr>
<tr>
<td>Xsnmp</td>
<td>4</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Sendmail</td>
<td>17</td>
<td>47.06</td>
<td>52.95</td>
</tr>
<tr>
<td>Saint</td>
<td>736</td>
<td>96.06</td>
<td>82.2</td>
</tr>
<tr>
<td>Xterm</td>
<td>13</td>
<td>84.61</td>
<td>61.54</td>
</tr>
<tr>
<td>Mscan</td>
<td>1053</td>
<td>94.59</td>
<td>7.50</td>
</tr>
<tr>
<td>Proces stable</td>
<td>759</td>
<td>77.08</td>
<td>1.45</td>
</tr>
<tr>
<td>Ps</td>
<td>16</td>
<td>37.5</td>
<td>81.25</td>
</tr>
<tr>
<td>Apache2</td>
<td>794</td>
<td>99.75</td>
<td>4.16</td>
</tr>
<tr>
<td>Udpstorm</td>
<td>2</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Htptunnel</td>
<td>158</td>
<td>16.45</td>
<td>0.63</td>
</tr>
<tr>
<td>Worm</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mailbomb</td>
<td>5000</td>
<td>6.78</td>
<td>0.32</td>
</tr>
<tr>
<td>Sqlattack</td>
<td>2</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Snmpguess</td>
<td>2406</td>
<td>0.17</td>
<td>0.04</td>
</tr>
<tr>
<td>Sum of new attacks</td>
<td>18,729</td>
<td>18.7</td>
<td>4.26</td>
</tr>
</tbody>
</table>
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**TABLE 11.3**
The Results of Net-LAN Monitor Classification of the New Normal Traffic

<table>
<thead>
<tr>
<th>Learning Data Set (Network Architecture)</th>
<th>Test Data Set</th>
<th>Number of False Alarms</th>
<th>Number of Not Detected Attacks</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>“NaukaIbiza 2009 sm (SVM)”</td>
<td>“Testowe_gada3D”</td>
<td>1347</td>
<td>21,380</td>
<td>False alarm concerns: “sip-audio,” “rtp-audio,” “gada-k,” and “radio”</td>
</tr>
<tr>
<td>“NaukaDay55”</td>
<td>“Testowe_gada3D”</td>
<td>1328</td>
<td>21,432</td>
<td>All the new normal vectors were properly classified</td>
</tr>
</tbody>
</table>
11.7 VISION OF FUTURE DEVELOPMENT OF IDS

Intrusion detection and prevention systems are the subject of extensive research both of individual investigators and state-owned organizations. The American agency NIST gave its own recommendations for constructing IDS [64]. This document presents different architectures of the networks to protect different technologies of network protection. However, in spite of the recommendations, considering anomaly-based systems a tool of network attack detection, they do not consider the neural network–based IDS explicitly.

From our investigation, we noticed that the neural networks properly classified the network traffic similar to the one presented during the learning phase. Therefore, they could be a good solution for detection of the attacks that were modified by an aggressor in order to cheat intrusion detection systems. Unfortunately, the new attacks and the new normal traffic that is significantly different from the one presented in the training phase cannot be classified with sufficiently good accuracy. The IDS architecture that we proposed could improve classification of the new network patterns. Our solution has the following advantages:

- It fixes problems with obtaining training data representing a new attack or new normal traffic.
- It adapts itself to new attack detection.
- Thanks to using the Net-LAN classifier, it is possible to react to an attack in real time and block it before it reaches a host under protection.
- It adapts the system to correct classification of the normal network traffic related to a new service not presented before in the training data (still, it should work out a method of making automatically a final decision about classification of alarms in the central module).

It is important to check if adding a new vector influences negatively the classification accuracy. For example, in a situation when we add new normal traffic to the learning data set and the number of not detected attacks increased significantly, the reason may be that the new vectors can be too much similar to an attack representation. In that case, a new feature should be added to KDD 99 vectors in order to classify reliably both traffic types. This is the main limitation of a presented solution. That’s why, in the future, it should find a solution that allows not only relearning a neural network for a new attack but also automatically changing its architecture when it is needed. For instance, add additional inputs when new features need to be created. This system should adapt not only to the classification of attacks but also to recognition of new traffic generated by the new normal activity of the user.

---

### TABLE 11.4
The Results of Detection of the New Attacks by Net-LAN Monitor

<table>
<thead>
<tr>
<th>Learning Data Set (Network Architecture)</th>
<th>Test Data Set</th>
<th>Number of False Alarms</th>
<th>Number of Not Detected Attacks</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>“NaukaIbiza2009sm” (SVM)</td>
<td>“Testowe+new31”</td>
<td>1343</td>
<td>21,384</td>
<td>Not detected: cesarftp_mkd, slimp_ftp_list, mailcarrier_smtp, goodtech_telnet</td>
</tr>
<tr>
<td>net-klasyfikator after update (SVM)</td>
<td>“Testowe+new31”</td>
<td>1376</td>
<td>21,292</td>
<td>All new attacks were properly detected</td>
</tr>
</tbody>
</table>
Presented in this chapter is a solution that allows the collection of data that represents attacks from a honeypot system. In commercial solutions, such a honeypot could be represented by a network of honeypots with different operating systems and a large number of services that collect suspicious traffic and prepare new vectors for the relearning of neural networks or other machine learning IDS. Still, we should also find a solution for the collection of data that represent new normal behavior of a monitored user or system.

The future analysis of the usage of a neural network or other solution for intrusion detection needs a new data set for evaluation of IDS with new attacks and compares obtained results with other researchers. Moreover, based on this new data set, there also should be created a new updated set of features that allow the proper recognition of most new attacks and normal traffic. Currently, most of the publications still used for evaluation data are provided by the DARPA project in the years 1998 and 1999. Unfortunately, such a data set cannot prove the effectiveness of using neural network–based IDS to detect today’s attacks.

It should be also mentioned that usage of a neural network is reasonable for a known attack only when the creation of a proper signature is complicated. For instance, attacks based on incorrect fragmentation of IP packets could be easily detected by checking two fields of the IP packet header: offset and length. A similar way of attack detection could be used for all other attacks that are based on sending modified, incompliant with specification packets. It seems that efficient IDS could be the combination of two modules: IDS based on signatures and responsible for detection of well-known attacks and, second, based on a neural network or other machine learning technology that could recognize modified versions of known attacks and even some new attacks as were proposed above.
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12.1 INTRODUCTION

Ever-growing high-speed networks should be able to provide quality Internet services. Improving the security of the Internet is a crucial challenge for researchers. An intrusion detection system (IDS) is an important mechanism to protect these widespread networks from malicious activities. Nowadays, the network is constantly growing and becoming heterogeneous. Thus, IDSs should be able to handle a high volume of data traffic and be capable of operating with different types of networks. The research community is trying to address these through different ways, for example, hardware-based IDS [1], flow-based intrusion detection [2], and distributed intrusion detection [3]. An intelligent system can be trained to adapt to environmental changes. Different methods of artificial intelligence (AI) have been deployed in intrusion detection, for example, artificial neural networks (ANNs), fuzzy logic, and genetic algorithms (GA). In addition, hybrid intelligent IDSs, such as evolutionary fuzzy neural networks (EFuNN) and evolutionary neural network (ENN)–based IDSs, are also used [4–6].

Most of these proposed methods cannot easily be performed in high-speed networks. An intelligent IDS should be able to operate in Gigabit per second (Gbps) traffic. Different researchers have considered the application of intelligent methods in high-speed networks. A flow-based intelligent IDS [7], a hardware-based intelligent IDS [8], a multi-agent–based intelligent IDS [9], and a distributed intelligent IDS [10] are some of the scalable methods and need to be evaluated with benchmark data sets. The majority of data sets, which are used for such evaluation of IDSs, are based on IP version 4 (IPv4). Limited address space and security concerns are two main challenges for IPv4. The IP version 6 (IPv6) protocol addresses these problems. However, there are still a number of security challenges in IPv6 and in the transition process from IPv4 to IPv6 [11,12]. Some of these vulnerabilities are common both in IPv4 and IPv6. Although a migration from IPv4 to IPv6 is inevitable, this process is gradual and takes time. Before the complete replacement, both protocols need to work together during the transition period, which brings additional security issues. In addition, there are specific attacks targeting IPv6. However, research on IPv6 intrusion detection is still in its infancy.

Most of the mentioned problems are related to wired networks. There are other types of environments, all of which suffer from a number of security threats, for example, grid computing, cloud computing, and wireless networks. Grid computing shares tasks over different machines without any knowledge about their locations [13]. Cloud computing provides a pool of resources as services on the Internet [14]. Wireless local area networks [15], mobile ad hoc networks [16], and wireless sensor networks are different types of wireless networks [17]. Several methods have been proposed to detect intrusions in wireless networks. The remainder of this chapter is organized as follows. Section 12.2 discusses different intrusion detection methods deployed in or proposed for wired networks. Section 12.3 investigates the application of artificial intelligence for intrusion detection. Section 12.4 explains the security challenges in IPv6. To provide comprehensive examination, Section 12.5 describes the application of artificial intelligence in other environments. Finally, Section 12.6 concludes this chapter.

12.2 INTRUSION DETECTION IN WIRED NETWORKS

Over the years, the number of attacks has grown extensively in wired networks. One way of dealing with these suspicious activities is the use of IDS. The spread of Gbps speed in wired networks has encouraged researchers to work on intrusion detection in high-speed networks.

12.2.1 INTRUSION DETECTION TECHNIQUES

An IDS should monitor traffic and detect malicious activities. IDSs can be categorized based on different modules. Figure 12.1 shows IDS classes upon three modules [18]: data source, data analysis,
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and response. A data source can be gathered from either an individual computer (host-based IDS, HIDS) or network traffic (network-based IDS, NIDS).

There are two methods for analyzing the collected data: anomaly-based detection and misuse-based detection, which will be explained in the following sections. Anomaly- and misuse-based detection have general meaning for all environments. The third module specifies a suitable response for the suspicious data. This response can be passive or active in terms of behavior. As opposed to passive methods, active IDSs detect and respond to attacks [4,5].

12.2.1.1 Anomaly-Based Detection

The pattern of normal behavior is used in anomaly-based detection, which can be either self-learned or programmed [19]. In the self-learned anomaly detection, the normal behavior of a system is built automatically. On the other hand, in the programmed detection, a system developer provides the model of normal behavior. Although an anomaly-based IDS is able to detect unknown attacks, it has a high false alarm rate and cannot distinguish between different types of attacks. A number of anomaly detection methods are listed below [19–21], some of which are machine learning methods, such as neural networks:

- **Statistical techniques**: This technique uses a statistical model for defining normal behavior of the components of the system. All traffic out of this normal behavior will be known as anomalies. This technique assumes that the probability of normal data instances is higher in a stochastic model in comparison with the probability of an anomaly occurrence [20].
- **Clustering-based methods**: In this method, normal data belong to a cluster, and data not included in any cluster is detected as anomalies [20].
- **Information theoretic**: This method assumes that anomalies cause irregularities in information content of the data set. Different information theoretic measures are used to analyze the information content, for example, entropy and Kolmogorov Complexity [20].
- **Bayesian networks**: The probabilistic relationships among variables are encoded in the Bayesian method. The combination of this method with a statistical scheme offers better detection capability [22].
- **Data mining methods**: Data mining is the application of machine learning in large databases to provide simple models [23].
- **Neural networks**: This method is inspired by the human brain. Neural networks are flexible and adaptable to environmental changes. They can be deployed to create a user profile, to detect intrusion, and to predict the future behavior of the traffic [22].
• **Support vector machines (SVMs):** The SVM is based on statistical learning theory. One-class SVMs and multi-class SVM are well-known methods in classification and regression [24].

• **Nearest neighbor-based techniques:** In this method, the distance or similarity between two data instances is measured. Although normal data instances occur in dense neighborhoods, anomalies occur far from their closest neighbors [20].

• **Pattern matching:** Online learning is used in the pattern matching method to generate a traffic profile for each network. The profiles are used for anomaly detection. However, pattern matching may need to build traffic profiles for new networks, which results in a time-consuming process [21].

• **Group outlier:** The detection of rare events and malicious behavior is very important for network intrusion detection. There are different approaches to find such outliers in large data sets. A group outlier score (GOS) can differentiate between legitimate and illegitimate events in a network using outlier-based data association techniques [25].

12.2.1.2 **Misuse-Based Detection**

A misuse-based IDS, which is a programmed method, compares the user’s activities with predefined signatures to find malicious traffic. Although this method is very accurate in detecting known attacks, it is not able to detect unknown attacks. Based on our knowledge, different misuse detection methods are shown in Figure 12.2 with a number of examples [26].

• **State modeling:** Intrusions are defined as states in this method. State-transition [27] and Petri-net [28] are two important methods of state modeling. These methods are different in the type of states that make up the intrusions. The state transition analysis technique (STAT) is an example of the state-transition method and is able to detect new attacks [29]. In this technique, the sequences of actions performed by attackers are specified to describe computer penetrations. There are different types of STAT techniques: host based (USTAT) [27], network based (NETSTAT) [30], and distributed multi-host (NSTAT). Analysis tools use a system’s audit trail or network traffic to obtain required information. Then, they make a comparison between state changes and the state transition diagrams of known attacks. The STAT family was used [31] to propose STATL, a language for specifying attack actions. A state- or transition-based language is used in STATL to describe both network- and host-based attacks. Because having the whole state of a system is not possible, this language specifies and records only the part of a system that is necessary to define an attack signature. There are several attack languages. For example, P-Best [32], STATL, LogWeaver [33], CISL [34], BRO [35], Snort Rules [36], IDMEF [37], LAMBDA [38], and JIGSAW [39] are attack languages [40,41].

• **Expert system:** There are a set of rules in an expert system in which rules describe attack behavior. The expert system can be used to consider the security state of the system. Next-generation intrusion detection expert systems (NIDES) [42], EMERALD [43], and MIDAS [44] are expert system-based IDS techniques.

<table>
<thead>
<tr>
<th>Misuse detection</th>
<th>State-modeling</th>
<th>Expert-system</th>
<th>String-matching</th>
<th>Simple rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>State-transition</td>
<td>NIDES</td>
<td>EMERALD</td>
<td>MIDAS</td>
<td>NADIR, ASAX</td>
</tr>
</tbody>
</table>

**FIGURE 12.2** Misuse detection methods.
• **String matching:** Numbers of misuse- or signature-based IDSs use this technique, which is a substring matching of characters in texts. If there is a change in an attack signature, this method is unable to detect the attack. NSM is a model that is proposed [45].
• **Simple rule-based:** Expert knowledge about attacks can be modeled by the rule-based method. NADIR [46,47] and ASAX [48] are two methods that use a rule-based method.

### 12.2.2 Intrusion Detection in High-Speed Networks

The state-of-the-art NIDSs should be applicable at the speed of Gbps. Various techniques have been used to improve the scalability of NIDSs. The techniques are shown in Figure 12.3 to the best of our knowledge.

#### 12.2.2.1 Using Specialized Hardware

Hardware-based intrusion detection is a scalable method as it is able to inspect packets in high-speed networks. Most of the hardware-based NIDSs have been proposed to improve deep packet inspection (DPI), using some specialized hardware, such as a field-programming gate array (FPGA), an application-specific integrated circuit (ASIC), and ternary content addressable memories (TCAM) [49–55]. For example, a regular expression method is proposed using TCAM [51]. It is shown that this method is useful for throughput up to 18.6 Gbps. Another study reduces the input traffic of a software NIDS/network intrusion prevention system (NIPS) using a proposed pre-filtering mechanism based on FPGA [1,56].

#### 12.2.2.2 Using Flow-Based Traffic for Intrusion Detection

A flow record is defined as a group of packets with a number of common properties, which pass a monitoring point in a certain time interval. Flow-based traffic contains only packet headers, and hence it reduces data. Flow-based IDS (FIDS) cannot detect attacks related to packet payload. Therefore, it is not a replacement for packet-based IDS. The FIDS can detect attacks such as denial of service (DoS), scans, worms, and botnets. DoS attacks caused by payload contents cannot be detected by FIDS [19]. For example, FIDS is not beneficial for a ping of death attack because this attack does not make a change in flow frequency and traffic volume. Several studies consider flow-based intrusion detection [57,58]. HiFIND is an online DoS–resilient flow-level intrusion detection system for a high-speed network [2]. Sketches are used in this technique to detect anomalies. A sketch is a one-dimensional hash table used for storing information. It records traffic for specific

**FIGURE 12.3** Intrusion detection methods in high-speed networks.
keys. HiFIND uses 2-D sketches, which hashes a set of flow-derived fields for each dimension. This method is employed to detect SYN flooding and port scans.

### 12.2.2.3 Using Sampling Techniques

Sampling data is a method used for anomaly detection [59–61] and change detection, for example, DoS attack detection. Cisco NetFlow [62] is a sampling technique to decrease the heavy load on router CPU in high-speed networks. However, sampling has negative impacts on the statistical characteristics of traffic and hence on the performance of intrusion detection. There are different types of sampling [19,63,64]:

- **Packet sampling**: There are two types of packet sampling methods: systematic and random. In systematic packet sampling, a time interval, or a sequence of packet arrival, is chosen to select a packet. In random packet sampling, the probability distribution function is used as a basis of sampling.
- **Flow sampling**: This method is more accurate than packet sampling. Random probability is used in random flow sampling to select flows.
- **Smart sampling**: This method is proposed to control the size of sampling data. Both the smart and the sample-and-hold sampling are flow-sampling methods proposed to reduce required memory.
- **Sample-and-hold**: The smart and sample-and-hold sampling methods try to provide precise traffic estimation for larger flows.
- **Adaptive packet sampling**: In order to have an accurate traffic statistic, this method identifies the current traffic load to adjust the sampling rate.
- **Selective flow sampling**: Although sampling techniques address the scalability problems, they affect anomaly detection efficiency. Selective flow sampling provides an appropriate balance between the performance and the amount of sampled information. Using small flows in selective flow sampling helps this method to improve the performance with less selected flow [65,66].

### 12.2.2.4 Distributed Intrusion Detection

Distributed intrusion detection systems (DIDS) are groups of IDSs or sensors that cooperate and work together. DIDS can be homogeneous or heterogeneous. In the homogeneous model, the DIDS contains sensors with the same type, and the heterogeneous model has a mixture of types. In addition, there are different types of management in DIDS, such as central management and hierarchical central management [67]. Two distributed intrusion detection methods are described in the following:

- **Parallel data processing using load balancer**
  
  A load balancer divides huge amounts of network traffic among multiple IDSs. Jiang et al. [68] introduces a high-performance NIDS called the HPMonitor. A high-efficiency detection engine and a flow-based dynamic load-balancing algorithm are used in the HPMonitor. The study also proposes an efficient load-balancing algorithm called the dynamic least load first (DLLF) algorithm. The DLLF divides the traffic based on the current value of the traffic function in each analyzer. A shift max algorithm (SMA) is the multi-pattern string matching algorithm proposed in this study. Another example is a stateful intrusion detection proposed [69]. The method divides the traffic and sends it to numbers of intrusion detection sensors. In this method, the portion of traffic required to detect an attack is sent to the sensor specified for the detection of that attack. In this proposed stateful intrusion detection method, there is no interconnection among sensors. However, this static technique is not very powerful in partitioning, especially in complex stateful signatures, in which there are more problems.
Foschini [70] extends the work [69] and proposes a similar parallel intrusion detection method. It also uses partitioning to divide traffic into reasonable and affordable sizes among intrusion detection sensors. The difference is that the sensors can communicate with others. This makes IDSs able to synchronize their scanning process. This method boosts the performance of high-speed intrusion detection as well, and no predefined relationships between packets and sensors are needed, and each packet can be sent to any sensors. In this case, we do not need any prior knowledge about packets. The SPANIDS load balancer is another method that utilizes a hash-based packet distribution mechanism [71]. In this method, network packets related to the same connection are forwarded to the same sensor node. Also, dynamic feedback from sensors helps SPANIDS to avoid overloading of sensor nodes. It is claimed [71] that this proposed technique can handle 1 Gbps and above.

Multi-agent based intrusion detection

Traditional IDSs are generally used to monitor a local area, and there is no interoperability between IDSs. An agent-based computing method is proposed to address this problem. In this method, intrusion detection is divided between a number of processors. As an agent-based IDS can obtain an overall view of the network, it will give a better detection rate. There are two types of agent-based methods: autonomous distributed agents and mobile agents. In the distributed agent-based IDS, agents can monitor traffic and share data with other agents [9]. Mobile agents are similar to distributed agents, but they also can move throughout the network to detect attacks [72]. A mobile agent distributed IDS (MADIDS) is an example proposed in [73]. A MADIDS provides a good performance for high-speed networks. If the observing IDS moves throughout the network, it will have a better detection performance. In a multi-agent method, IDS can move and share data about occurring attacks. Moving in the network lets agents find the better vantage point to detect attacks. A multi-agent–based IDS has the advantages of both network-based and anomaly-based IDS [3].

12.2.2.5 Change Detection

DoS attacks cause volume anomalies, and hence, there will be a change in traffic behavior. In this regard, change detection can be useful in detecting DoS attacks. For change detection, it should be determined whether the observed time series are statistically homogeneous or not. If they are not homogeneous, we should find the time of the change. There are different change detection methods [74]. For example, a wavelet-based, spectrum-based technique; sketch-based, signal processing approaches; an auto-regressive (AR) process; and change-point monitoring (CPM) [74,75] are some. Gao et al. [76] uses flow-based data to detect DoS attacks in high-speed networks. They use 2-D sketches. CPM is also a mechanism proposed to detect DoS attacks. This method is an instance of the sequential change point detection [74] in which a non-parametric cumulative sum (CUSUM) method is used to improve the detection mechanism. The CPM introduces a few variables to record the protocol behaviors. This strengthens CPM against flooding attacks.

12.2.2.6 Different Proposed Techniques

An IDS called the rule-based high performance network intrusion detection system (RHP-NIDS) is proposed for high speed networks [77]. RHP-NIDS divides the detection method into four steps: data capture, packet filter, application-protocol analysis, and a rule-based detection engine. Different optimization methods are employed in this IDS. For instance, use of zero-copy in the packet capture and a multi-rule packet filter mechanism improve performance. RHP-NIDS improves data collection and data analysis. Using the zero-copy technique improves the number of captured packets.

In the second step, RHP-NIDS uses a multi-rule packet filter at the user layer to reduce the input data. Uninteresting network packets are removed in this step to reduce data and to protect IDS from attacks. The third step is an application-protocol analysis. The proposed NIDS takes the application layer into consideration, while the traditional NIDS only performs analysis up to the transport layer.
Applying the application protocol analysis has the following advantages: 1) improving the detection rate; 2) detecting evasion attacks, which are used by attackers to avoid detection; and 3) boosting the security of the proposed NIDS. Finally, this study uses a rule-based detection engine, which is based on rule-based pattern recognition. This phase looks for interesting packets through complete matching. A rule-based detection can be applied in protocol analysis–based signature detection, in protocol-based anomaly detection, and in statistical-based anomaly detection.

Xinidis [78] provides an active splitter architecture, which utilizes early filtering to reduce the load on sensors. To improve scalability, several methods have been proposed, such as EMERALD [43], GriIDS [79], and AAFID [80]. These methods have a hierarchical structure in which low-level IDSs send information to higher level IDSs. The common intrusion detection framework (CIDF) is proposed in [81] to enable the interoperation between intrusion detection components in a distributed environment. Mining audit data for automated models (MADAM) [82] reduces the gap between the discovery and the detection of new attacks by using a CIDF. It uses audit data to build signatures for new attacks. To provide real-time intrusion detection, many papers have improved detection mechanisms to be able to handle a high volume of traffic. For example, string matching and regular expression matching are used to provide an IDS with fast analysis [83,84].

12.3 APPLICATIONS OF ARTIFICIAL INTELLIGENCE IN INTRUSION DETECTION

Artificial intelligence is a well-studied approach for intrusion detection. Flexibility, learning ability, and adaptability are characteristics of AI–based IDS. ANNs, fuzzy systems, artificial immune systems, GA, and swarm intelligence have been widely applied to intrusion detection [4,5]. A brief overview of the applications of AI methods to intrusion detection is discussed in the following sections. AI–based, high-speed intrusion detection will also be considered.

12.3.1 INTELLIGENT IDS

AI methods are flexible methods and are adaptable to changes in the environment. For example, ANNs are capable of learning and generalizing noisy and incomplete data. In ANN, the weight coefficients are initialized in the first step. A training process is responsible for minimizing error by adjusting weight coefficients. Figure 12.4 shows different learning methods [4,23,85–87]. The ANNs can be combined with other algorithms in intrusion detection. In these hybrid models, one can optimize the network structure of the second one, for example, EFuNN and ENN [4,6]. ENN can detect the call sequences of an anomaly system. An adaptive neuro-fuzzy IDS is also a proposed method to detect intrusions [88].

![Learning methods diagram](image-url)
12.3.1.1 Supervised Learning
The supervised method learns to map inputs to outputs using the correct values defined by the supervisor. A feedforward neural network (FFNN) and recurrent neural network (RNN) are two important methods that use supervised learning. A multi-layered feed-forward (MLFF) NN and radial basis function (RBF) are two examples of FFNNs. The calculation of the distance between inputs and the centers of hidden neurons is the basis of RBF classification. In comparison with the MLFF back-propagation (BP), the RBF is better for large data because it is faster [4]. A hierarchical RBF is proposed in [89] that combines anomaly and misuse detection. This proposed method enables IDS to detect known and unknown attacks. A comparison between the RBF and MLFF-BP shows that in misuse detection, the MLFF-BP has a better detection rate and lower false positives than the RBF although it takes more training time. The RBF has better performance in anomaly detection compared to misuse detection and has a shorter training time [4,89]. An Elman recurrent neural network and cerebellar model articulation controller (CMAC) neural network are two examples of RNNs, which are used for anomaly detection. A labeled data set is needed to train and evaluate a supervised IDS. A three-layer RNN is proposed in [90], which compares the performance of the Elman and RNN in misuse detection in computer networks. The results show that the RNN has better performance.

12.3.1.2 Unsupervised Learning
There is no supervisor in unsupervised learning, and it is trained using unlabeled data only. Unsupervised learning is similar to a statistical clustering, in which they identify various groups of inputs using their similarity [23]. The self-organizing maps (SOM) and the adaptive resonance theory (ART) are two examples of unsupervised learning. The SOM is an important neural network method used for the anomaly and misuse detection [4]. However, the performance of ART and SOM–based intrusion detection are compared in [91], which shows the higher detection performance of ART on both offline and online data.

12.3.1.3 Semi-Supervised Learning
The semi-supervised learning method combines the supervised and the unsupervised learning capabilities. In this method, often some unlabeled data is provided in a data set beside labeled data. When labeling is expensive, this method can be useful even with less labeled data [85]. The semi-supervised method can act as a supervised or an unsupervised learning according to the availability of labeled data. This method is employed for intrusion detection in several studies [86,87,92]. A semi-supervised learning-based method can be trained by both labeled and unlabeled data and has more accurate prediction. Low density separation (LDS) [93] and transductive SVM (TSVM) [94] are examples.

12.3.1.4 Reinforcement Learning
Reinforcement learning (RL) is a combination of the supervised and unsupervised learning. In reinforcement learning, there is an agent acting upon the environment. The state of the environment changes with the agent's actions, and the environment, in return, gives feedback for those actions. The feedback is either a reward or a punishment; therefore, RL is trained by rewards and punishments. For instance, when the system acts well, the teacher gives a reward. On the other hand, while getting a punishment, the system should improve itself. Thus, due to the existence of the feedback from the environment, RL is a form of supervised learning, but it is known as weak supervised learning because RL never presents the correct input/output pairs. The feedback information is evaluative and is not instructive, so this information can be right or wrong. The RL also has some further concepts. For example, a policy is the map between the states and the actions. A reward function gives a mapping between each state-action pair to a reward. The reward is a single number showing the desirability of that state. Moreover, there is a value function. The long-term desirability of a state is defined by the value function [95].
The hidden Markov models (HMM) and RL are deployed in [96]. They learn the state-transition probabilities to detect host-based intrusions. The reinforcement learning is used in [97] to train an agent-based IDS. The proposed DIDS has heterogeneous agents in which each agent has three layers: 1) signature-based intrusion detection, 2) an array of a SOM to detect anomalies, and 3) more analysis by collecting information. RL is also deployed in [98] in which a HMM, RL, and the behavioral analysis of IP addresses are used to detect a DoS/distributed denial-of-service (DDoS) attacks by DIDS. Q-learning [99] and SARSA [100] are two methods used in RL [101].

12.3.2 High-Speed Networks

In the increasing network throughput, an intelligent IDS should be able to handle a high volume of traffic. Based on our knowledge, this section lists AI-based intrusion detection techniques for high-speed networks.

12.3.2.1 Intelligent Flow-Based IDS

Different AI methods have been used in flow-based intrusion detection, such as HMM [102] and data-mining and visualization [103]. HMM-based IDS provides a low false-positive rate and a high detection rate. However, it takes a long time to model normal behavior. The privileged transition flows are used to propose an improved HMM-based IDS in [102]. This method reduces computational cost and improves performance. In the second example, data mining and an optimized visualization technique are combined to provide a high botnet detection rate in flow-based traffic [103]. This method visualizes processed and selected data as visualizing a large volume of raw data and is very time-consuming. Next, the study considers the application of three supervised machine learning algorithms, Bayesian networks, decision trees, and a multi-layer perceptron (MLP), in the classification of flow-based traffic [104]. Alshammari and Zincir Heywood [105] also provide a flow-based IDS. They use five learning algorithms, SVM, C4.5, AdaBoost, Naïve Bayesian, and RIPPER, to classify encrypted traffic. The results show that the C4.5 has the best performance in the classification of traffic. However, the traffic is limited to SSH and Skype protocols.

The first public labeled data set is provided in [106] for the evaluation of flow-based NIDSs. This data set includes network flows. Winter [107] modifies this data set and used it to train a one-class SVM (OC-SVM) to detect malicious activities. This modified data set is also employed to evaluate the GSA-based flow anomaly detection system (GFADS) proposed in [7]. The gravitational search algorithm (GSA) is a heuristic algorithm, which addresses the problem of local minima in back-propagation. GSA is employed in GFADS to train a MLP neural network, which is a feedforward neural network. This study compares the performance of the GSA with another heuristic algorithm, particle swarm optimization (PSO), and three gradient descent algorithms. The results show that the GSA is a beneficial algorithm for the flow-based IDS. Table 12.1 shows the results.

The gradient descent adaptive learning rate with momentum (GDX), gradient descent with adaptive rate (GDA), and gradient descent with momentum (GDM) are compared in this table with two heuristic algorithms. Four metrics are used to evaluate the algorithms. True positive is the correct detection of malicious traffic. True negative is the correct detection of benign traffic. A false positive is the wrong detection of benign traffic, and a false negative means fault in detecting malicious activities. The number of benign and malicious flows in the table offers better understanding of the algorithm efficiency.

Another study proposes flow-based anomaly detection based on an optimized MLP to detect attacks in high-speed networks [108]. This anomaly detector employs a modified GSA (MGSA) to optimize interconnection weights of a MLP.

12.3.2.2 Hardware-Based Intelligent IDS

Software-based IDSs can adapt to new attacks quickly, but they have limited detection speed. On the other hand, hardware-based IDSs have higher detection speed while they are ineffective against
unknown attacks. A block based neural network (BBNN) is an intelligent learning algorithm. An improved BBNN integrated with a high-frequency FPGA is proposed in [8]. The combination of a hardware-cored IDS and a BBNN provides flexibility to learn and detect unknown attacks with a high detection rate and low rate of false alarms. Flow records are extracted from a DARPA packet-based data set in this study. The proposed hardware-based IDS is evaluated using this generated flow-based data set. The results show that it has real-time intrusion detection.

### 12.3.2.3 Multi-Agent Intrusion Detection System

MFIRE is a multi-agent flow-based intrusion detection system [9] in which agents learn to detect attacks and share the data with other agents. MFIRE agents detect attacks using the SVM method. In the network, agents can move to find a good vantage point [9]. A distributed soft computing-based IDS (DSCIDS) is another agent-based method proposed in [109]. The DSCIDS consists of several distributed intelligent agents. These agents can communicate with each other. Three fuzzy rule-based classifiers were deployed in this paper to detect attacks. A multi-agent reinforcement learning (MARL) is the next method proposed for intrusion detection [110]. MARL is used to detect a flooding-base DoS (FBDoS) and flooding-base DDoS (FBDDoS) attacks. It has a hierarchical architecture in which there are sensor agents (SA) and decision agents (DA). A SA is responsible for collecting and analyzing state information about the environment, and its information about the global state of the environment is limited. A DA receives the information of SAs. MARL uses a hierarchical architecture of DAs, which are based on reinforcement learning.

### 12.3.2.4 Distributed Intelligent IDS

DIDS is a solution to handle a high volume of network traffic. It includes several IDSs that can communicate with each other. A distributed neural network learning algorithm (DNNL) is proposed in [10]. A DNNL is used in a distributed anomaly detection system. This distributed learning algorithm uses independent neural networks, which process subsets of training data in parallel. The parallel neural networks help to overcome the problems of concentrated training. Initially, in DNNL, a large data set is divided randomly into smaller subsets. Each subset is sent to an independent neural network. These neural networks are trained by these subsets in parallel. Afterward, using the training results of each neural network, a new training data is created. Finally, there is concentrated learning using the new training data [10].

---

**TABLE 12.1**

Performance Metrics of GSA-Based Anomaly Detector Compared to Other Algorithms

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>Algorithms</th>
<th>GSA</th>
<th>PSO</th>
<th>GDX</th>
<th>GDA</th>
<th>GDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive</td>
<td>7645</td>
<td>7642</td>
<td>7640</td>
<td>7560</td>
<td>7666</td>
<td></td>
</tr>
<tr>
<td>False Positive</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>9</td>
<td>513</td>
<td></td>
</tr>
<tr>
<td>True Negative</td>
<td>936</td>
<td>935</td>
<td>933</td>
<td>933</td>
<td>429</td>
<td></td>
</tr>
<tr>
<td>False Negative</td>
<td>43</td>
<td>46</td>
<td>48</td>
<td>128</td>
<td>22</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set information</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign flows</td>
<td></td>
<td>942</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malicious flows</td>
<td></td>
<td>7688</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td></td>
<td>8630</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

12.3.2.5  AI–Based Ensemble IDSs

Traditional IDSs are based only on single-classification techniques. Ensemble IDSs employ multiple classifiers, which complement the weakness of each other. A combination of multiple classifiers leads to decreased false alarms and improves the performance. The false alarm rate is an important factor in IDSs. The state-of-the-art IDSs should reduce false alarms, be able to handle a high volume of network traffic, and be adaptable to environmental changes. The ensemble IDS is an example. Multiple base classifiers are deployed in an ensemble in which the individual predictions of classifiers are combined to provide an accurate prediction. An ensemble for intrusion detection may present information at multiple abstraction levels. It also collects information from multiple sources. This information is understandable for the human level [111].

AI methods are effective in developing ensembles for intrusion detection. In this regard, a number of studies are listed here: A heterogeneous ensemble of linear genetic programming (LGP), an adaptive neural fuzzy inference system (ANFIS), and a random forest (RF) is proposed in [112] for intrusion detection. This ensemble model uses a rough-discrete PSO to select features for a specific class of KDD cup 99 data set. In the study, the final ensemble prediction is used to assign weights to classifiers. This heterogeneous ensemble improves the detection performance of all classes in the data set. In the next study [113], base classifiers are C4.5 decision tree [114], naïve Bayes [115], k-NN clustering [116], VFI-voting feature intervals [117], and OneR [118] classifiers. The third study [119] uses ANN and fuzzy clustering to propose FCANN. Different homogeneous training subsets were generated in FCANN from the heterogeneous training set. In the final example, Muda et al. [120] use a combination of clustering and classification in their model. The K-means algorithm–based clustering groups similar data in an earlier stage. The output of clustering is classified in the next stage using a naïve Bayes classifier.

12.4  CHALLENGES IN IPV6 NETWORKS

IPv6 is the next generation of Internet protocol. It was developed to overcome the weakness of IPv4, the main problems of which were the limited number of IP addresses and security. However, IPv6 suffers from several security problems, which can be addressed using IDSs. The characteristics of IPv6 compared to IPv4 and its existing threats are described in this section.

12.4.1  IPv6 vs. IPv4

There are several changes in IPv6 packet format in comparison to IPv4. Figures 12.5 and 12.6 show IPv6 and IPv4 packet headers [121–123]. Table 12.2 represents the difference between packet header fields in these protocols.

IPv6 header fields are described below [124,125]:

- **Version**: (four bits) IPv6 version field is equal to six.
- **Traffic Class**: (eight bits) This identifies the priority of a packet; thus network congestion causes the lowest priority packets to get dropped.
- **Flow Label**: (20 bits) Identifies packets related to the same flow.

<table>
<thead>
<tr>
<th>Version</th>
<th>Traffic class</th>
<th>Flow label</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Payload length</td>
</tr>
<tr>
<td></td>
<td>Source address</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Destination address</td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 12.5**  IPv6 header.
• **Payload Length:** (16 bits) The size of payload in octets is identified by payload length. Payload is the length of the packet that follows the IPv6 header.

• **Next Header (NH):** (8 bits) Number of fields in IPv4 headers become optional extension headers in IPv6, which follow the header. NH specifies the extension header, which is similar to the protocol field in the IPv4 packet header. There can be zero, one, or more extension headers in the datagram. Figure 12.7 shows the format of the IPv6 packet.

The extension headers should be placed in a specific order, which is shown in Table 12.3 [122,124]. For example, the authentication header (AH) in this table verifies the authenticity and the integrity of the packets. In fact, AH ensure that the information has not been changed in the intermediate nodes. Also, the encapsulation security payload (ESP) header encrypts the packet to ensure the transmission of datagrams.

• **Hop Limit:** (8 bits) This is a counter for the remaining number of hops. The value decreases whenever the packet is handled by a router.

• **Source Address:** (16 bits) The IPv6 address of the source node.

• **Destination Address:** (16 bits) The IPv6 address of the destination node.

<table>
<thead>
<tr>
<th>Name</th>
<th>IPv4</th>
<th>IPv6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common Fields</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Version</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Source address</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Destination address</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Changed Names</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of service</td>
<td>Yes</td>
<td>Traffic Class</td>
</tr>
<tr>
<td>Total length</td>
<td>Yes</td>
<td>Payload Length</td>
</tr>
<tr>
<td>Time to live</td>
<td>Yes</td>
<td>Hop Limit</td>
</tr>
<tr>
<td>Protocol</td>
<td>Yes</td>
<td>Next Header</td>
</tr>
<tr>
<td>New Fields</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flow label</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
| Shaded area in Figure 12.5
| Removed Fields|      |      |
| Identification| Yes  | No   |
| Flags         | Yes  | No   |
| Fragment offset| Yes | No |
| Header checksum| Yes | No |
| Options       | Yes  | No   |
| Padding       | Yes  | No   |

The extension headers should be placed in a specific order, which is shown in Table 12.3 [122,124]. For example, the authentication header (AH) in this table verifies the authenticity and the integrity of the packets. In fact, AH ensure that the information has not been changed in the intermediate nodes. Also, the encapsulation security payload (ESP) header encrypts the packet to ensure the transmission of datagrams.
IPv6 is a successor to IPv4. This protocol simplifies header format, and hence, it reduces the processing cost. Also, due to several modifications in the encoding method of the IPv6 header options, there is better forwarding, fewer restrictions on the length of options, and more flexibility in the introduction of new options. Moreover, Internet protocol security (IPsec) is mandatory in IPv6 [122]. Because IP datagrams are transmitted over unknown networks, their security is very important. In this regard, IPsec was developed to secure IPs. IPv6 also provides improvements in routing speed and quality of service (QoS). Differences between IPv4 and IPv6 are summarized in Table 12.4, which completes Table 12.2 [11,121].

Auto configuration is a feature of IPv6. Each device in a network needs an IP address. IPv4 used a stateful protocol, such as dynamic host configuration protocol (DHCP), to assign IP addresses. IPv6 also supports DHCPv6. Moreover, IPv6 has a stateless auto-configuration procedure in which each node configures its IP address using local information. Another advantage of IPv6 is increasing support of mobility. In IPv6, mobile nodes can maintain their connections while they change their locations.

**TABLE 12.3**

<table>
<thead>
<tr>
<th>Order</th>
<th>Extension Header</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>IPv6 header</td>
</tr>
<tr>
<td>2</td>
<td>Hop-by-hop options header</td>
</tr>
<tr>
<td>3</td>
<td>Destination options header</td>
</tr>
<tr>
<td>4</td>
<td>Routing header</td>
</tr>
<tr>
<td>5</td>
<td>Fragment header</td>
</tr>
<tr>
<td>6</td>
<td>Authentication header (AH)</td>
</tr>
<tr>
<td>7</td>
<td>Encapsulation security payload header (ESP)</td>
</tr>
<tr>
<td>8</td>
<td>Destination options header</td>
</tr>
<tr>
<td>9</td>
<td>Upper-layer header</td>
</tr>
</tbody>
</table>

**TABLE 12.4**

<table>
<thead>
<tr>
<th>Services</th>
<th>IPv4</th>
<th>IPv6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address</td>
<td>32 bits</td>
<td>128 bits</td>
</tr>
<tr>
<td>Checksum in header</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Options in header</td>
<td>Yes</td>
<td>Moved to extension headers</td>
</tr>
<tr>
<td>Fragmentation permission</td>
<td>All routers and source nodes are permitted</td>
<td>Only the source node is permitted</td>
</tr>
<tr>
<td>IPsec support</td>
<td>Optional</td>
<td>It is mandated</td>
</tr>
<tr>
<td>Flow labeling</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Address types</td>
<td>Unicast, multicast, and broadcast</td>
<td>Unicast, multicast, and anycast</td>
</tr>
<tr>
<td>IP configuration</td>
<td>DHCP</td>
<td>Auto configuration or DHCPv6</td>
</tr>
<tr>
<td>QoS</td>
<td>Differentiated services, integrated service</td>
<td>Differentiated services, integrated service, and flow labels</td>
</tr>
<tr>
<td>Address resolution protocol (ARP)</td>
<td>Used to find a physical address</td>
<td>Replaced by neighbor discovery</td>
</tr>
<tr>
<td>Internet group management Protocol (IGMP)</td>
<td>For management of local subnet group</td>
<td>Replaced by multicast listener</td>
</tr>
<tr>
<td>Domain name system (DNS)</td>
<td>Support for IPv4 using host address (A) resource records</td>
<td>Support for IPv6 using host address (AAAA) resource records</td>
</tr>
<tr>
<td>Mobility</td>
<td>Use mobile IPv4 (MIPv4)</td>
<td>MIPv6 with direct routing</td>
</tr>
</tbody>
</table>
12.4.2 Security in IPv6

The increasing use of the Internet results in difficulties for IPv4 networks. The limited number of IP addresses and the lack of security are two important problems of IPv4 networks. The Internet Engineering Task Force (IETF) proposes IPv6 to meet these requirements [11,121]. However, there are several types of attacks against IPv6. The migration from IPv4 to IPv6 will take time; therefore, they should work together in the transition period. There are different transition mechanisms. These mechanisms open up a number of new attacks. In the transition period, the security of both IPv4 and IPv6 should be considered [11,12]. Two IPv6 security headers, AH and ESP, provide IPsec security services.

Most security threats are at the application layer. In both IPv4 and IPv6, security services, which are provided by IPsec, are at the IP layer. Therefore, using IPsec does not prevent application layer attacks.

12.4.2.1 Security Threats

The attacking process of IPv6 is divided into three steps [126]: discovery, port scanning, and exploitation.

• **Discovery:** This is used to find active IPv6 addresses [126]. There are different discovery methods; for example, discovery through MAC addresses is used to enumerate active link-local addresses. In this method, ICMPv6 is used. The second technique is discovery through ICMPv6 requests to find global unicast addresses on an Internet host using PINGv6. The third method is discovery through the domain name system (DNS). As IPv6 address space is very large, DNS, which converts a domain to an IP address, is very important. This type of discovery may be used to enumerate the IPv6 address on the target domain. The final discovery method is using the combination of the three explained techniques.

• **Port Scanning:** After finding active IPv6 addresses, attackers use port scanning to find vulnerabilities on those machines.

• **Exploitation:** This is used to exploit the machine. Two common methods used to exploit a victim are stack-based buffer overflow and format string exploitation.

IPv6 security threats are grouped into three categories: i) IPv4 attacks, which can still be applied to IPv6; ii) IPv6 specific security threats; and iii) transition period threats.

12.4.2.1.1 Common Security Threats for IPv4 and IPv6

IPv6 was developed to improve security, but it still suffers from a number of security problems. Several attacks in IPv4 still exist in IPv6. For example, 1) the sniffing attack, which captures transmitted data in the network. Sniffing attacks can be avoided by IPsec. 2) The application layer attacks, which are very important and frequent. However, IPsec is not useful for application layer attacks. 3) Flooding attacks, such as DoS attacks. These attacks send a large volume of traffic to a system unable to process this traffic, and hence, the system becomes out of service. A Smurf attack is a DoS attack, which is common between IPv4 and IPv6 [126]. 4) Another group of attacks is called Rogue device. These devices are unauthorized devices introduced into a network, and this can be misused. If IPsec is used appropriately, this attack can be avoided. 5) Man-in-the-middle attacks also are not changed in IPv6. Man-in-the-middle allows the attacker to position between a source and destination and listen to data. The attacker can cause other attacks, such as stealing information and sniffing, etc. [11,12].

12.4.2.1.2 IPv6 Specific Threats

• **Attacks related to IPv6 routing header:** All nodes in IPv6 can process the routing header. On the other hand, access control based on a destination address can be avoided by using routing headers. This can cause some attacks, such as a DoS attack.
• **ICMPv6 and multicast security issues:** In IPv4, blocking ICMP messages is popular to improve the security of networks. However, in IPv6, ICMPv6 messages should be permitted because they are used by different important mechanisms, such as neighbor discovery. One of the disadvantages is that it is possible to send an error notification response to multicast addresses using ICMPv6. Then multiple responses are sent back to the victim system.

• **Attacks related to fragmentation:** In IPv6, fragmentation can be done only at the source node. DoS attacks can be performed by sending a large number of small fragments to a system. If the total number of fragments and their allowed arrival rate become limited, these problems can be avoided [11,12].

### 12.4.2.1.3 Threats in Transition Mechanisms

In the transition period, IPv4 and IPv6 should work simultaneously using different techniques, such as tunneling and dual-stack. Tunneling mechanisms allow IPv6 users to interconnect through the IPv4 environment using tunneling. The dual-stack technique uses two separated protocol stacks, IPv4 and IPv6. Datagrams, which come through the network interface of a dual-stack node, are analyzed. Then, datagrams are divided into IPv4 and IPv6 datagrams, which are sent to the IPv4 stack and the IPv6 stack, respectively. In the dual-stack configuration, the attacker can target both IPv4 and IPv6 applications.

In the aspect of security, the transition mechanisms result in a number of new vulnerabilities. As attackers may spoof network addresses in IPv6 and IPv4 packet headers, this mechanism can cause a DoS attack [11,12]. Consequently, IDS is an essential tool to protect IPv6 networks. IDS is effective in detecting discovery through an ICMPv6 request. Therefore, it can be used to detect an IPv6 ping sweep occurrence. In addition, IDS is very valuable in detecting port scanning risks, buffer overflow attacks, format string exploitation, and DoS attacks. IDS can monitor DNS logs to detect discovery through a DNS [126]. As explained earlier in this chapter, many attacks have similar behavior in both IP protocols. Therefore, many intrusion detection methods mentioned in Section 12.2 and Section 12.3 are also useful for IPv6.

### 12.5 APPLICATION OF ARTIFICIAL INTELLIGENCE IN OTHER ENVIRONMENTS

Nowadays, there are different types of environments, such as grid computing, cloud computing, and wireless networks. All of these environments suffer from several vulnerabilities, which can be misused by intruders. Thus, an IDS is a required tool in which the artificial intelligence can be applied to provide adaptable intrusion detection. This section describes the application of AI methods in different environments.

#### 12.5.1 Grid Computing

To provide an analogy for grid computing, we can refer to power grids in which users have access to electricity with no care about where or how the electricity is generated. Similarly, grid computing enables sharing pools of resources across institutional boundaries. Therefore, in grid computing, individual users can have access to computing resources without any knowledge of the location of these resources or operating systems (OS) or hardware. Resources can be processors, storage space, data applications, and so on. In other words, grid computing is sharing tasks over multiple machines that can be spread over a large distance. In some cases, computers in a grid act as a part of that grid only when they are not busy. Otherwise, they perform their normal job. In other words, the machine that is normally used to run the application might be busy, so the job can then be run on another machine that is idle in the grid. The idea of grid computing was originated to create a toolkit able to handle computation management, storage management, etc. This toolkit should work with large grids, independent of their hardware or operating system, etc. It means computers in a grid do not need to have the same OS or hardware.
DoS and DDoS are important threats against grid environments. Hence, IDS is required in grid computing. In this regard, several methods have been proposed. For example, a high-level grid IDS (GIDS) uses functionality of both HIDS and NIDS and uses inter-IDS communication [13]. Artificial intelligence is also applicable to grid computing. For instance, a distributed soft computing IDS (DSCIDS) proposed for traditional networks is deployable in grid computing networks [127]. DSCIDS combines different classifiers to model precise and lightweight IDS. In this method, three fuzzy rule–based classifiers are used to detect intrusions [109]. This method can be used to detect different attacks in grid computing.

Another example is a model based on SVM proposed in [128] to detect DDoS attacks in grid computing. The SVM is used in this model to detect new DDoS attacks automatically. This model also uses a concentration tendency of network traffic (CTNT) for analysis of the characteristics of network traffic for DDoS attacks. The ratio between a specific type of packet and the total number of network packets is monitored by CTNT to compute the TCP flag rate and protocol rate. The results show that differences between normal and DDoS traffic are predictable. Traffic analysis results are used as input features of the SVM. This helped to automatically generate DDoS detection rules. The evaluation of this method shows its efficiency in detecting different DDoS attacks [128].

### 12.5.2 Cloud Computing

Cloud computing consists of hardware and software resources made available on the Internet. Existing email providers, such as Yahoo and Gmail, are examples of cloud computing. These providers house all of the required software and hardware to support email accounts. In this example, emails can be housed anywhere and can be accessed through the Internet. However, there is a difference between cloud computing and email. In cloud computing, users can choose the information intended to be accessed within the cloud. Therefore, information is available from anywhere by using any devices, such as laptops, tablets, or phones [14]. Cloud providers house the required software and hardware to run applications. Small businesses also can store their information in the cloud to avoid the cost of purchasing the hardware and storage space. To have access to the documents in the cloud, users need to have an Internet connection.

There are malicious activities in clouds because people store important information there. User activities and stored information cannot be controlled appropriately. In addition, data is accessible through an unsecured Internet connection. Therefore, the security aspect of cloud computing is very important [14]. Generally, the architecture of the cloud computing environment is divided into four layers: the hardware or datacenter layer, the infrastructure layer, the platform layer, and the application layer. The hardware layer is used to manage the physical resources in the cloud, such as servers, routers, etc. The infrastructure is also called the virtualization layer. It uses virtualization technologies to partition the physical resources and create a pool of computing resources and storage. The platform layer is on top of the infrastructure layer and contains operating system and application frameworks. The highest layer is the application layer that consists of the actual cloud application [129].

Cloud computing provides hardware and platform-level resources as services on an on-demand basis. This is a difference between cloud and grid computing. In cloud computing, applications have access to resources through services. Every aforementioned layer is as a service to the layer above while every layer is as a customer of the layer below. There are three types of services in clouds: software as a service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS). SaaS provides on-demand applications through the Internet. Providing platform layer resources, such as OS support and a software development framework, are included in PaaS. IaaS is related to providing infrastructure resources, such as virtual machines (VMs) [129].

An IDS is an important tool to detect attacks in the cloud environment. In cloud computing, virtual machines allow us to run multiple operating systems. VMs are deployed in a cloud environment to make providers able to use resources efficiently. Virtualization techniques and
integrated technologies are used in the cloud and run through the Internet. This causes a number of vulnerabilities. Several traditional attacks, such as DoS attack, DDoS, flooding, and IP spoofing, are also used by intruders against cloud computing. In addition, other existing attacks in cloud systems are as follows: i) insider attacks, ii) user to root attacks, iii) port scanning, iv) attacks on VM or hypervisor, and v) backdoor channel attacks [130]. The following description is about various defensive methods in cloud computing.

- **IDS and IPS:** IDS and intrusion prevention system (IPS) techniques can be used in the cloud environment. Signature-based, anomaly-based, and AI–based detection techniques are applicable in the cloud. A signature-based method is used to detect external intrusions when it is at the front end of the cloud. On the other hand, the IDS in the back end of cloud helps to detect external and internal attacks. Anomaly-based detection in the cloud is used to detect unknown attacks. The paper [130] described ANN–based anomaly detection as a beneficial method in unstructured network data that can classify data as normal and malicious. This paper introduces a fuzzy logic–based IDS. The fuzzy logic with ANN gives fast detection of unknown attacks in the cloud because it decreases the training time of ANN. Soft computing techniques of traditional IDSs are also helpful in cloud computing. Association rule, SVM, GA, and hybrid techniques are intelligent methods applicable to cloud computing IDS [130]. Soft computing techniques are used in [131] to propose a security model for the cloud computing environment. A reputation management system is used in this method to ensure the data security in the cloud computing. A reputation management system is a proficient reputation collection method from multiple nodes in the cloud. In the proposed method, the suitable nodes for transmission are identified using GA. A grid and cloud computing intrusion detection system (GCCIDS) is proposed in [132] in which misuse and anomaly detection methods are combined. The ANN is deployed to train the system. A prototype is developed in the paper using a middleware called Grid-M. However, GCCIDS can only detect specific attacks. Based on the monitoring location, there are different types of IDS for cloud computing [130]:
  i. HIDS
  ii. NIDS
  iii. Distributed IDS (DIDS): DIDS is used in a large network. It includes several IDSs, such as the HIDS, NIDS, etc., that can communicate with each other or with a central server to monitor network. A DIDS can consist of anomaly- and signature-based detection, so it is beneficial for detecting known and unknown attacks.
  iv. Hypervisor-based IDS: A hypervisor is a platform used for running VMs. A hypervisor-based IDS can be used to monitor and analyze packets exchanged between a hypervisor and VM, between VMs, and within the hypervisor-based virtual network. Hypervisor IDS is significant for intrusion detection in a virtual environment in the cloud computing.

On the other hand, an IPS monitors network traffic to detect attacks; then it responds to the intrusions. There are two types of IPSs: HIPS and NIPS. A HIPS detects and prevents attacks on a VM, hypervisor, or host system.

- **IDPS:** The combination of IDS and IPS is used in an intrusion detection and prevention system (IDPS). An IDPS has four security functions: monitoring, detecting, analyzing, and responding to unauthorized activities [130,133]. Most of the existing cloud-based IDPS works in one layer separate from other layers. For instance, a cloud-based IDPS for the infrastructure layer is proposed in [134], which is based on a virtual machine monitor to protect it from attacks in this layer. This model provides a secure infrastructure layer that improves reliability and availability of the system. However, it has a limitation. When an attack causes the infrastructure to collapse, this model cannot stop the system and does not have any solution.
12.5.3 WIRELESS NETWORKS

Wireless networks are very important because they offer mobility and independence from fixed installation. These networks are difficult to secure. Hence, several models have been proposed to increase the reliability of wireless networks. The AI–based intrusion detection in wireless sensor networks, mobile ad hoc networks, and wireless local area networks are three examples, which are considered in this section.

• Wireless local area networks

  Wireless local area networks (WLANs) are used in many different areas, such as conference rooms, industrial warehouses, etc. WLANs have several new vulnerabilities compared to fixed wired networks. Therefore, some traditional security mechanisms are ineffective in this area. AI–based anomaly detection in these networks has been considered in different studies. For example, two methods are proposed in [15] to detect anomalies in WLANs. HMM is used in the first method to check reflector DoS attacks. In addition, an ART is used in the second method. The ART is an unsupervised method, which can learn normal behavior. The methods provide real-time anomaly detection. A dynamic growing neural network (DGNN) is another example proposed in [135] for intrusion detection in wireless networks. The Hebbian learning rule is used in DGNN in which new neurons are added under certain conditions. This rule uses the combination of the winner-take-all (WTA) learning rule and ART/ARTMAP neural network. The results show that this method can detect new intrusions and also has a low false alarm rate.

• Mobile ad hoc network

  Wireless ad hoc networks are important in the wireless research community. An ad hoc network contains a set of autonomous nodes in which nodes move in and out of the network. Thus, wireless networks do not have a fixed infrastructure, and their topologies are constantly changing. Wireless ad hoc networks have different applications, such as virtual classrooms, conferences, and rescue missions in which moving persons can communicate. There are different attacks against wireless ad hoc networks, including DoS attacks [16]. Artificial intelligence is applicable in this area. An immune-based system is proposed in [136,137] to detect misbehaving nodes in mobile ad-hoc networks (MANET). An anomaly detection method for ad hoc networks is proposed in [138]. This method is based on a one-class SVM. In fact, information sharing between nodes is used to detect attacks. The SVM is used in this paper to classify normal and abnormal traffic.

• Wireless Sensor Networks

  These networks have been deployed in different areas, such as agriculture, industrial, and civil domains; machine health monitoring; health care applications; and traffic control [17]. A characteristic of a wireless sensor network (WSN) is its constrained resources. For example, it has limitations in computational capability, energy, memory, etc. A WSN is made of a large number of distributed autonomous sensors. These sensors monitor environmental conditions, such as pressure, temperature, and pollution. There are various network services, such as localization, data compression, and security, in each sensor. The physical, the data link, the network, the transport, and the application layers are five-layer communication protocol stacks and are used for the interconnection of sensor nodes. WSN suffers from several security vulnerabilities [17]. Therefore, intrusion detection in WSNs is an important research area. Energy consumption is critical in intrusion detection of WSNs. There are three types of intrusion detection for WSN: stateful protocol analysis, signature detection, and anomaly detection. The stateful protocol has predetermined profiles of benign protocol activities for each protocol state and compares these profiles with observed events to detect outliers. Stateful protocol analysis and misuse detection are not suitable for WSN because they need a large memory and cannot detect unknown threats.
Anomaly detection is the dominant technique to improve the security of WSNs. Several anomaly detection methods in WSNs are listed below [17]:

- Statistical techniques
- Computational intelligence
- Rule-based techniques
- Hybrid techniques
- Game theory techniques
- Graph-based techniques

SVM, ANN, SOM, GA, and association rule learning are examples of computational intelligence methods applicable to anomaly detection [17]. An anomaly detection method is proposed in [139] in which only important features of a data signal are used to detect anomalies. This proposed method is the combination of a discrete wavelet transform (DWT) and SOM, which is a competitive learning neural network. The results show that this hybrid method outperforms the SOM and DWT algorithms. This paper detects anomalies of WSN by training the SOM using the wavelet coefficients. The method provides efficient anomaly detection and reduces wasted energy by applying the DWT algorithm to sensors to reduce the size of transmitted data.

12.6 CONCLUSION

Our dependence on the Internet is increasing day by day. Attacks and malicious activities are very common in this cyber world. An intrusion detection system is an essential mechanism to protect computers and networks from attacks. While the Internet service providers can offer high bandwidth, detecting intrusions in the high-speed networks is a challenge for researchers. High-speed IDSs are required to handle this huge amount of traffic. Different high-speed intrusion detection techniques were described in this chapter. Use of artificial intelligence techniques has numbers of advantages due to their learning ability and adaptability. An artificial intelligence–based IDS is adaptable to environmental changes and is trained to detect even unknown attacks. The intelligent IDS may also be able to work in high-speed networks. This chapter described common artificial intelligence–based IDSs as well as a number of high-speed intelligent IDSs. Traditional IDSs were evaluated using IPv4 traffic. Migration to IPv6 provides new security challenges. Although, IPv6 is, in general, more secure than IPv4 due to the mandated IPsec, the transition process introduces a number of security problems. These security threats were considered in this chapter. Intrusion detection in other networks is as important as in wired networks. Artificial intelligence–based IDSs are applicable to many other environments as well. In this chapter, the application of artificial intelligence in grid computing, cloud computing, and wireless networks was also considered.
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13.1 INTRODUCTION

With the rapid development of network technology, the need for and the dependency on networks, such as online services, have been definitely increased, which has also given rise to new vulnerabilities and threats (e.g., worms, Trojans, viruses). For example, the Internet has already become an important component of business models [1]; thus, many business operations should use Internet applications, such as e-banking and online transfers. To protect business and personal networks, intrusion detection is one major challenge for both research and practice.

To defend against a variety of attacks (either host or network attacks), intrusion detection systems (IDSs) have been widely deployed in current network environments and have become an essential component for protecting network security. Intrusion detection is the process of monitoring the events occurring in a computer system or network and analyzing them for signs of possible incidents that violate computer security policies or standard security practices [2]. Therefore, an intrusion detection system is a kind of software to automate the process of intrusion detection. The major functions of an IDS can be summarized as below:

- Recording relevant information on events
- Notifying security officers of important events
- Generating alarms (or alerts) when detecting intrusions
Based on the deployment, an IDS can be generally classified into two types: host-based IDS (HIDS) and network-based IDS (NIDS). A host-based IDS monitors the characteristics of a single host and the events occurring within that host for suspicious activity. On the other hand, a network-based IDS monitors and analyzes network traffic for particular events and application protocols to identify suspicious activities.

Based on the detection approaches, an IDS can be categorized into three folders: signature-based detection, anomaly-based detection, and specification-based detection. These detection approaches can be characterized as below:

- **Signature-based detection.** A *signature* is a kind of description to illustrate a known attack or exploit. This approach detects an attack (or potential incident) by comparing its available signatures with incoming observed events.
- **Anomaly-based detection.** This approach identifies an anomaly by comparing its normal profile with observed events. A normal profile can represent the normal behavior of users, hosts, or network connections.
- **Specification-based detection.** This approach is also known as stateful protocol analysis. The *stateful* means that an IDS is capable of understanding and tracking the state of network, transport, and application protocols that have a notion of state [2].

Traditionally, the above detection approaches can be treated as two views: misuse detection and anomaly detection. A signature-based IDS [3] (or *misuse detection*) is good at detecting known attacks but largely ineffective at detecting unknown threats and many variants on known threats, and an anomaly-based IDS [4] (or *anomaly detection*) can be very effective at detecting previously unknown threats. Thus, these two detection approaches are complementary methods [5], for which hybrid detection systems have also been developed [6].

**Motivation and Target.** Machine learning is a powerful technique and tool for intrusion detection, especially for anomaly-based detection. In the literature, a number of anomaly detection systems are developed based on massive distinct machine learning algorithms. In addition, machine learning algorithms can be used to construct false alarm filters for both signature-based detection and anomaly-based detection. In this case, machine learning techniques have a wide use to improve the performance of intrusion detection systems. In this chapter, we therefore focus on the applications of machine learning techniques in the field of intrusion detection.

Lee and Stolfo [7] first proposed a framework of MADAM ID that applied data mining techniques to intrusion detection. In particular, their framework utilized data mining algorithms to compute activity patterns from system audit data and extracted predictive features from the patterns. It then applied machine learning algorithms to the audit records according to the feature definitions and generated intrusion detection rules. Following this framework, a lot of machine learning algorithms are applied to developing an intrusion detection system.

**Contributions.** In this chapter, we begin by conducting a survey of introducing the applications of machine learning in the aspects of anomaly detection and false alarm filter construction, and we then identify several challenges and limitations, and further propose several potential countermeasures accordingly. Our contributions can be summarized as below:

- We first conduct a survey about the applications of machine learning in intrusion detection regarding two specific aspects of anomaly-based intrusion detection and false alarm filter construction.
- After understanding the recent development of machine learning techniques in intrusion detection, we then identify several challenges and limitations regarding the applications of machine learning in intrusion detection, such as issues related to feature extraction, algorithm selection, false alarm generation, and training data.
To mitigate the above challenges and limitations, we further propose several countermeasures and directions accordingly, such as constructing newly well-defined data sets, selecting machine learning algorithms in an adaptive way, constructing an active learning-based false alarm filter, and automatically labeling unlabeled data by using a semi-supervised learning–based approach.

The remaining parts of this chapter are organized as follows. In Section 13.2, we give a survey by introducing the recent development of using machine learning techniques in anomaly-based detection and false alarm reduction by constructing an alarm filter. In Section 13.3, we analyze the applications of machine learning in intrusion detection and identify several challenges and limitations in this area. Section 13.4 describes the potential countermeasures and directions to tackle the above issues. Finally, we conclude the chapter in Section 13.5.

13.2 MACHINE LEARNING IN INTRUSION DETECTION

In this section, we mainly introduce the applications of machine learning schemes in intrusion detection. In particular, we conduct a survey in two aspects: anomaly-based detection and false alarm filter construction.

The above aspects are two major applications of machine learning in the area of intrusion detection:

- **Anomaly-based detection.** Machine learning algorithms are widely used in developing an anomaly-based detection system in which an algorithm can be utilized to establish a normal profile. Due to the ability of efficiently handling a large number of flow samples and multidimensional feature spaces, machine learning–based classification has been widely adopted during a multitude of research findings [8].

- **False alarm filter.** False alarms are a big problem for an IDS. To mitigate this issue, the construction of a machine learning–based false alarm filter is a promising way for both signature-based IDSs and anomaly-based IDSs. In addition, a false alarm filter is easy for design and flexible for deployment.

13.2.1 MACHINE LEARNING FOR ANOMALY-BASED DETECTION

As described above, Lee and Stolfo [7] first proposed a framework of applying data mining and machine learning to intrusion detection. The architecture of the framework is described in Figure 13.1.
In Figure 13.1, raw (binary) audit data can be first processed into ASCII network packet information (or host event data), which is further summarized into connection records (or host session records), including many basic features, such as service, duration, etc. Data mining programs can then be applied to the connection records (in connection session) to compute the frequent patterns (i.e., association rules), construct additional features for the connection records, and establish models. This process of learning the detection models is iterative. Basically, poor performance of the classification models often indicates that more pattern mining and feature construction is needed.

Following this framework, a number of machine learning algorithms have been proposed and applied to intrusion detection, especially to anomaly-based detection.

13.2.1.1 Supervised Learning

Supervised learning is based on the use of training data to create a function, in which each of the training data contains a pair of the input vector and output (e.g., class labels). The learning (training) task is to compute the approximate distance between the input and output examples to create a classifier (model). When the model is created, it can be used to classify unknown examples (instance) into a learned class label [9].

13.2.1.1.1 K-Nearest Neighbor Classifier

K-nearest neighbor (KNN) is one of the most simple and traditional non-parametric techniques to classify objects based on the closest training examples in the feature space: An object is classified by a majority vote of its neighbors [10]. For example, if $k = 1$, then the object is simply assigned to the class of its nearest neighbor.

Liao and Vemuri [11] proposed an approach of using a k-nearest neighbor (KNN) classifier to classify program behavior as normal or intrusive. Specifically, the frequencies of system calls used by a program, instead of their local ordering, are used to characterize the program’s behavior. Each system call can be treated as a “word,” and each process (e.g., program execution) as a “document.” Then, a KNN classifier can be used. Because there is no need to build a profile for each program and check every sequence during the new program execution, the calculation burden is greatly reduced. Their preliminary experiments with 1998 DARPA BSM audit data showed that the KNN classifier could effectively detect attacks and achieve a low false positive rate. For instance, the detection rate reaches 100% rapidly when the threshold is raised to 0.72, and the false positive rate remains as low as 0.44%.

Then, Pradeep Kumar et al. [12] focus on classification of sequential data and propose an approach of using a sliding window to extract sub-sequences of various lengths and giving classifications based on the KNN classifier. In the evaluation, they conducted experiments on the DARPA 1998 data set by varying the length of the sliding window from 1 to 5 and using different distance/similarity measures, such as Jaccard similarity, cosine similarity, Euclidian distance, and a binary weighted cosine (BWC) measure. The experimental results demonstrate that the sub-sequences can enhance the classification accuracy of KNN for sequential data, irrespective of the used distance/similarity metric. Later, Kuang and Zulkemine [13] proposed an anomaly intrusion detection method using the combined strangeness and isolation measure k-nearest neighbors (CSI-KNN) algorithm. This intrusion detection algorithm could analyze distinct characteristics of network data by using two measures: strangeness and isolation. Based on these two measures, a correlation unit raises intrusion alerts with associated confidence estimates. In addition, multiple CSI-KNN classifiers work in parallel and can deal with many types of network services so that the CSI KNN-based NIDS can work more efficiently than processing all network services together.

13.2.1.1.2 Support Vector Machine

In machine learning, support vector machines (SVMs) are supervised learning models with associated learning algorithms that analyze data and recognize patterns. SVM first maps the input vector into a higher dimensional feature space and then obtains the optimal separating hyper-plane in the
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higher dimensional feature space. Given a set of training examples, each of them can belong to one of two categories; an SVM training algorithm builds a model that assigns new examples into one category or the other. In addition, a decision boundary is determined by support vectors rather than the whole training samples and thus is extremely robust to outliers [9,14].

Fugate and Gattiker [15] described experiences and results of applying a support vector machine (SVM) to a computer intrusion detection (CID) data set. In the experiments, with comparison to an intuitively understandable method, such as Mahalanobis distance, SVM can be a valuable tool for gaining information regarding high-dimensional data as well as achieving good classification performance. Kim and Park [16] proposed a method of applying support vector machines to a network-based intrusion detection system, called SVM IDS. In the evaluation, they used the 1999 KDD data set on the SVM IDS with various kernel functions and regularization parameter C values. The results showed that SVM IDS is feasible in real implementation.

Later, Zhang and Shen [17] conducted a comparison between conventional SVM, Robust SVM, and one-class SVM and made a modification to them. Their preliminary experiments with the 1998 DARPA BSM data set indicate that their modified SVMs can be trained online, and the corresponding results outperform the original ones with fewer support vectors (SVs) and less training time without decreasing detection accuracy. Specifically, the running time of their modified algorithms can be reduced greatly due to the fewer support vectors, and the training time can be saved significantly by the effective decomposition of the original algorithms for faster convergence. Wang et al. [18] extended kernel methods to intrusion detection by introducing a new family of kernels suitable for intrusion detection. They particularly described two anomaly detectors that are based on kernel methods and a one-class SVM learning algorithm, respectively. The experimental results provide strong evidence that STIDE kernels and Markov chain kernels, in conjunction with one-class SVMs, could offer a more accurate and efficient alternative to a conventional anomaly detection algorithm (STIDE and Markov chain methods) for detecting anomalies in system call sequences.

Kim and Cha [20] performed an empirical study investigating the effectiveness of SVM (support vector machine) in detecting masquerade activities using two different UNIX command sets. The term of “common commands” was used as a feature aiming to more effectively reflect diverse command patterns conducted by various users. In the evaluation, the experimental results indicated that what they proposed could achieve an accuracy of 80.1% using the same data set containing only the command names. These combined experiments demonstrate that SVM is an effective approach to masquerade detection.

Joseph et al. [27] proposed CARRADS, a computationally efficient methodology for adapting the intrusion detection model in real time. Its initial detection engine is built based on the support vector machines (SVMs). Their experiments show that the CARRADS can provide high detection accuracy with low processing overhead. Several other related works about detecting anomalies and intrusions using SVM can be referred to [19,21–26,28,29].

13.2.1.1.3 Decision Tree

A decision tree classifies a sample through a sequence of decisions, in which the current decision helps to make the subsequent decision. Such a sequence of decisions is represented in a tree structure [9]. Decision trees present a system using a top-down strategy based on the divide and conquer approach in which the major aim is to partition the tree in many mutually exclusive subsets. Each subset partition corresponds to a classification sub-problem. A decision tree is composed of three basic elements: nodes, edges, and leaves.

Han and Cho [30] proposed an anomaly-based detection technique that combined multiple detectors to improve the performance of the conventional anomaly detection techniques. Specifically, they developed four detection methods that used system call events, resource usage of process, and file access events as the measure of normal behavior with appropriate modeling methods. In addition, they combined these multiple detectors using the decision tree. The proposed detection method had expected better performance because it could model normal behaviors from various
perspectives. Experimental results with real data demonstrated the effectiveness of the proposed method, which could achieve a significantly low false positive rate against various types of intrusion (i.e., above 80%). Similarly, Amor et al. [31] also applied a decision tree to intrusion detection and proposed an extension of the inference method for classifying new instances containing uncertain attributes. The experimental results with the KDD 1999 data set showed that their approach was encouraging.

Later, Paek et al. [34] proposed an algorithm of sC4.5 for a small-size decision tree induction and for a specific data by complementing the split attribute selection criteria of C4.5 during the tree induction. Note that C4.5 is one of the most popular decision tree algorithms. The approach of sC4.5 is to select the next highest gain ratio attribute as the split attribute if the training data set is satisfied with the bias properties of C4.5. The experimental results indicate that sC4.5 can improve the performance of detection compared with the previous method C4.5 and reduce tree size. In addition, Ohta et al. [35] investigated an approach of decreasing false positives in network intrusion detection based on a decision tree classifier. To achieve a low false positive rate, they pointed out that the tree construction algorithm must select the attribute best suited to decrease the false positives. They then proposed a new function that evaluated the goodness of an attribute with respect to error type. The experiments showed that the proposed function could effectively build decision trees with fewer false positives. Several other related works about the use of decision trees in intrusion detection can be referred to [32,33,36].

13.2.1.1.4 Naïve Bayes Classifier
This classifier is a simple probabilistic classifier based on applying Bayes' theorem with strong (naïve) independence. A naïve Bayes classifier assumes that the presence or absence of a particular feature is unrelated to the presence or absence of any other feature, given the class variable.

Rezaul Karim et al. [37] proposed a collaborative IDS for MANET using the Bayesian method and used a set of features to guarantee the effectiveness of such an IDS, in which the Bayesian method could improve the efficiency in the detection procedure. Khor et al. [38] explored the possibility of employing a multiple classifier approach while only limited to several variations of Bayesian technique, namely naïve Bayes classifier, Bayesian networks, and expert-elicited Bayesian networks. The evaluation were conducted based on the DARPA data set, and the results showed that the multiple Bayesian classifier approach gave an insignificant increase of performance in detecting network intrusions as compared to a single Bayesian classifier. Later, Dash et al. [39] applied naïve Bayes in masquerade detection.

13.2.1.1.5 Neural Networks
The modern usage of this term often refers to artificial neural networks (ANNs), which are composed of artificial neurons or nodes. In most cases, an ANN is an adaptive system that changes its structure based on external or internal information that flows through the network. It can be utilized to model complex relationships between inputs and outputs or to find patterns in data.

Debar et al. [40] presented a possible application of using neural networks as a component of an intrusion detection system. Then, Doumas et al. [41] applied neural networks for recognition and classification of computer viruses.

Joo et al. [42] investigated the asymmetric costs of false positives and false negatives to enhance the IDS performance and proposed an approach of using a neural network model to consider the cost ratio of false negative errors to false positive errors. The results showed that the neural network model could provide high accuracy in intrusion detection. In addition, their simulation results showed that the effectiveness of intrusion detection could also be enhanced by considering the asymmetric costs of false negative and false positive errors. Then, Dass et al. [45] identified that ANN was not effective in a very dynamic environment and proposed a blackboard-based learning intrusion detection system, which was controlled by autonomous agents and has an online learning capability. They further showed that this feature could enable the system to adapt itself with the
changing environment and to perform better than current detection systems. Gavrilis and Dermatas [50] presented a radial basis–function neural network detector for distributed denial of service (DDoS) attacks in public networks based on statistical features estimated in short time–window analysis of the incoming data packets. The proposed method was evaluated in a simulated public network and showed a detection rate better than 98% of DDoS attacks using only three statistical features estimated from one window of data packets of 6 seconds’ length. Yang and Karahoca [54] presented an anomaly detection approach for network intrusion detection based on the cellular neural networks (CNN) model. The experiments with the KDD 1999 data set showed that the proposed CNN model was effective for intrusion detection: In comparison to a back propagation neural network, the CNN model exhibited an excellent performance with a higher attack detection rate and a lower false positive rate.

In addition, Stopel et al. [57] presented a new approach that used artificial neural networks (ANN) to detect the presence of computer worms based on measurements of computer behavior. As the measurement of a large number of system features may require significant computational resources, they evaluated the ANN's capability of detecting the presence of an unknown worm with three feature selection techniques. The results showed that, by using only five features, one could detect an unknown worm with an average accuracy of 90%. Fisch et al. [59] conducted a case study of radial basis function neural networks in intrusion detection. In the case study, they compared the classification abilities of radial basis function classifiers, multilayer perceptrons, the neuro-fuzzy system NEFCLASS, decision trees, classifying fuzzy-k-means, support vector machines, Bayesian networks, and nearest neighbor classifiers. Then, they explored the interpretability and understandability of the best paradigms and showed how structure optimization and feature selection for radial basis function classifiers can be done using evolutionary algorithms. Finally, they demonstrated that radial basis function classifiers are basically able to detect novel attack types. Several other related papers about utilizing neural networks in intrusion detection can be referred to [43,44,46,48,49,51–53,55,56,58,61].

13.2.1.1.6 Fuzzy Logic

Fuzzy logic is a form of many-valued logic or probabilistic logic, and it may have a truth value that ranges in degree between 0 and 1. That is, in fuzzy logic, the degree of truth of a statement can range between 0 and 1, and it is not constrained to the two truth values (i.e., true, false) [9].

Dickerson and Dickerson [62] proposed a fuzzy intrusion recognition engine (FIRE) for an anomaly-based intrusion detection system, which used fuzzy logic to assess whether malicious activity is taking place on a network. FIRE used a fuzzy analysis engine to evaluate the fuzzy inputs and trigger alert levels for the security administrator. Then, Dickerson et al. [63] further presented several intrusion scenarios with the fuzzy systems for detecting the intrusions. Their results showed that the fuzzy systems could easily identify port scanning and denial of service attacks, and it can be effective at detecting some types of backdoor and Trojan horse attacks.

Later, Liao et al. [70] proposed an approach based on fuzzy logic and an expert system for network forensics, which could analyze computer crimes in the network environment and make digital evidence automatically. Experimental results showed that their system could classify most kinds of attack types (i.e., a classification rate of 91.5% on average) and provided analyzable and comprehensible information for forensic experts. Li et al. [71] proposed a novel approach named fuzzyVIDS, which enabled dynamic resource provision for a NIDS virtual appliance. It used a fuzzy model to characterize the complex relationship between performance and resource demands and used an online fuzzy controller to adaptively control the resource allocation for NIDS under varying network traffic. Several related works about using fuzzy in intrusion detection can be referred to [64–69,72–75].

13.2.1.1.7 Genetic Algorithms

A genetic algorithm (GA) is a search heuristic that mimics the process of natural evolution. It usually starts by randomly generating a large population of candidate programs and is an iterative
process. A typical genetic algorithm requires (1) a genetic representation of the solution domain and (2) a fitness function to evaluate the solution domain.

Helmer et al. [76] designed an essential component of a multi-agent distributed knowledge network system for intrusion detection. In the study, they explored the performance of the rule learning algorithm on this task with and without feature subset selection using a genetic algorithm. The selection of feature subset is shown to significantly reduce the number of features used while improving the accuracy of predictions. Song et al. [77] proposed a generic method but not specific to a particular GP structure. In the experiments, significant generalization was demonstrated, with attacks previously unseen detected and attack classes with representation rates in training data of less than 1% also being detected. Banković et al. [78] presented a serial combination of two genetic algorithm-based intrusion detection systems, and the designed system was simple, accurate, adaptive and fast without introducing significantly computational overhead. In real-world applications, a genetic algorithm is usually used to optimize other algorithms (i.e., constructing hybrid algorithms).

13.2.1.1.8 Hybrid Classifiers

For an IDS, the ultimate goal is to achieve the best possible accuracy of detecting attacks. This objective leads to the design of hybrid approaches to solve this problem. The idea behind a hybrid classifier is to combine several machine learning techniques (e.g., [85]) so that the performance can be significantly improved. For example, a hybrid approach typically consists of two functional components as below [9]:

- The first one takes raw data as input and generates intermediate results.
- The second one then takes the intermediate results as its input and generates the final results.

In intrusion detection, many hybrid classifiers are developed, and we list some genetic algorithm–based hybrid classifiers in Table 13.1.

### 13.2.1.2 Unsupervised Learning

From the view of machine learning, unsupervised learning refers to the problem of trying to identify hidden structure in unlabeled data. Because the examples for a learner are unlabeled, there is no error or reward signal to evaluate a potential solution, which distinguishes unsupervised learning from supervised learning.

For example, Yamanishi and Takeuchi [92] focused on the problem of detecting outliers from unlabeled data and developed SmartSifter, an online outlier detection algorithm based on unsupervised learning from data. Then, Luo et al. [93] proposed an intrusion detection algorithm based on unsupervised clustering (UC) and a support vector machine (SVM). The experiment with KDD 99 data sets showed that their approach could detect intrusions efficiently in the network connections.

Later, Zanero and Savaresi [94] identified that IDSs were increasingly limited by their need of an up to date and comprehensive knowledge base and introduced a two-tier architecture to overcome this problem: The first tier was an unsupervised clustering algorithm that reduced network packets' payload to a tractable size while the second tier is a traditional anomaly detection algorithm. Jalili et al. [95] presented a novel method for detecting DDoS attacks, which was based on a statistical pre-processor and an unsupervised artificial neural net. This unsupervised neural net was used to
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analyze and classify traffic as either a DDoS attack or normal. Experimental results showed that their approach could accurately and efficiently detect DDoS attacks.

Lu and Traore [99] proposed a new unsupervised anomaly detection framework for detecting network intrusions in real-time. The proposed framework consisted of new anomalously metrics named IP weight and an outlier detection algorithm based on a Gaussian mixture model (GMM). IP weights could convert the features of IP packets into a four-dimensional numerical feature space. Then, Tsai and Yen [103] presented a new mixed clustering algorithm named HDG-clustering for unsupervised anomaly detection. Experimental results with the 1999 KDD cup data set indicated that the proposed approach could outperform several existing techniques, such as SVM and KNN. Later, Said et al. [105] investigated the problem of detecting intrusion using distance-based outlier detection that was an unsupervised and efficient approach to detect outliers.

Casas et al. [106] presented UNIDS, an unsupervised network intrusion detection system which was capable of detecting unknown network attacks without using any kind of signatures, labeled traffic, or training. It used a novel unsupervised outlier detection approach based on sub-space clustering and multiple evidence accumulation to pinpoint different kinds of network intrusions and attacks, such as DoS/DDoS. The experimental results showed that it could drastically reduce the overall analysis time of the system. Recently, Song et al. [107] indicated that it was still not easy to deploy unsupervised learning--based anomaly detection into a real network environment as it requires several parameters during their building process, and thus IDS operators and managers suffer from tuning and optimizing the required parameters based on changes of their network characteristics. They then proposed a new anomaly detection method that could automatically tune and optimize the values of parameters without predefining them. The experimental results showed that the performance of the proposed method was superior to that of the previous one. Several other works regarding unsupervised learning intrusion detection can be referred to [96–98,100–102,104].

### 13.2.2 Machine Learning for Constructing False Alarm Filters

False alarms (false positives) are a big problem for an IDS (either a signature-based IDS or anomaly-based IDS) and are especially a key limiting factor for the development of these detection systems [108]. Take an anomaly-based detection system as an example; there may be thousands of alarms produced a day, among which most are false alarms. The big number of false alarms is a heavy burden for a security officer to handle. To mitigate this issue, we advocate that constructing an alarm filter is a promising solution. Constructing a false alarm filter is another application of machine learning in intrusion detection. Although most machine learning algorithms can be directly applied to an anomaly detector, a false alarm filter is easier to design and more flexible to deploy (i.e., establishing another mechanism to reduce false alarms).

The high-level construction and deployment of the false alarm filter is presented in Figure 13.2. As shown in the figure, the false alarm filter consists of two major components: a classifier and

![Figure 13.2](image-url)
a filter. The classifier can be either a single algorithm or an ensemble classifier while the filter is mainly used to reduce alarms based on the selected classifier.

For the deployment, such a false alarm filter is usually deployed close to an IDS. The IDS can examine incoming network traffic and forward its generated alarms to the false alarm filter. The false alarm filter can filter out false alarms based on its classifier. The output of the alarm filter can be treated as true alarms.

Spathoulas and Katsikas [117] developed a false alarm filter that consists of three components: NRA, HAF, and UFP. In particular, the NRA component is based on the assumption that a true positive alert must be part of a neighboring (in time) set of alerts with similarities in source or destination IPs. The HAF component is based on the observation that actual attacks tend to increase the signature-related frequency of alerts while the UFP component is the simplest of the three that aims to detect and discard usual false positives (FPs) in a network. The experimental results with the DARPA data set indicated that the proposed filter could reduce the number of alarms by 29% while reducing the number of FPs by 74%.

In addition, Pietraszek [109] indicated that IDSs had been observed to trigger thousands of alerts per day, and most of them are false positives. They then proposed a machine-learning based system, called ALAC (adaptive learner for alert classification) to reduce false positives by classifying alerts into true positives and false positives. The system could be configured to process autonomously alerts that were classified with high confidence. In particular, in the training phase, this system classifies alerts into true or false positives. Then, this system computes a parameter of classification confidence and presents this classification to a human analyst. The analyst’s feedback could be used to generate training examples and build/update the classifiers. In the evaluation, they showed the effectiveness of this system. For instance, they showed that the system was useful in recommeder mode, in which it could adaptively learn the classification from the analyst.

Then, Law and Kwok [110] proposed an approach of reducing the number of false alarms using a KNN (k-nearest-neighbor) classifier. Specifically, they model the patterns of normal alarms to describe the sequence of incoming alarms, and then identify the anomalies by identifying deviations from that model. The KNN classifier is used to classify new data points into normal or abnormal based on the Euclidean distances. Alharby and Imai [111] presented an approach to mine historical alarms to learn how future alarms could be handled more efficiently. In particular, they mainly designed an algorithm for detecting anomalies by using continuous and discontinuous sequential patterns and their experiments with real-world data showed that the presented model could handle IDSs alarms efficiently.

In addition, many supervised learning algorithms, such as support vector machine (SVM) [112], neural networks [113], and fuzzy set [114] have been applied to reducing false alarms for an IDS. Later, several semi-supervised learning and active learning have been studied in this field because traditional supervised learning algorithms usually demand a large number of labeled instances during the training process.

For example, Chiu et al. [115] developed a semi-supervised learning–based mechanism to establish an alert filter. This filter only needs a very small amount of label information and can make the alarm filter be more practical for the real deployment. In particular, they used a network connection feature instance (NCF instance) to represent the corresponding cluster of alerts. These instances could be used to train the machine learning–based analysis engine to classify incoming alerts into suspicious alerts or false alarms. In the evaluation, the results indicated that their approach could reduce up to 85% of false alarms and still keep a high detection rate.

In the community of machine learning, active learning is a form of supervised machine learning in which a learning algorithm has the capability of interactively querying a user for some useful information to obtain the desired outputs. It usually consists of two components: a classifier and a query function. For instance, Li and Guo [116] proposed a novel supervised network intrusion detection method based on both a TCM-KNN (transductive confidence machines for k-nearest neighbors) machine learning algorithm and a method of active learning–based training data selection. In the
experiment, they compared the performance of SVM, neural network, KNN, and TCM-KNN. The experimental results indicated that the proposed method is more robust and effective than the state-of-the-art intrusion detection methods.

13.3 CHALLENGES AND LIMITATIONS

As described above, machine learning has been widely applied to intrusion detection, especially to anomaly-based detection. Although it has proven its value in improving the performance of intrusion detection, it still suffers from several issues:

- Feature extraction
- Algorithm selection
- False alarms
- Training data

13.3.1 FEATURE EXTRACTION

To apply any machine learning algorithms to intrusion detection, the first issue is how to appropriately extract features. Take the KDD Cup 1999 data set (KDD1999) as an example; it derives from the DARPA packet traces and includes a wide variety of intrusions simulated in a military network environment. The full KDD 1999 data set includes 4,898,431 records, and each record contains 41 features. The features of the KDD 1999 data set are described in Figure 13.3.

The figure shows that each item of the KDD 1999 data set has 41 features whereas there are many other approaches for feature selection. Therefore, the challenge is that it is not known which method can perform the best especially under what classification techniques for intrusion detection [9].

13.3.2 ALGORITHM SELECTION

Another challenge is how to select an appropriate machine learning algorithm in constructing an intrusion detector or a false alarm filter. In the literature, each machine learning–based approach claims that they can achieve a better result (e.g., classification accuracy) than other approaches, but there is no available metric to provide an overall evaluation. In addition, the filtration accuracy of an algorithm may be fluctuant (i.e., in some scenarios, the accuracy is not good but quite good in other scenarios) due to the inherent limitations of machine learning algorithms.

<table>
<thead>
<tr>
<th>Category</th>
<th>Specific features</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP connection basic characteristic</td>
<td>duration, protocol_type, service, flag, src_bytes, dst_bytes, land, wrong_fragment, urgent</td>
</tr>
<tr>
<td>TCP connection content characteristic</td>
<td>hot, num_failed_logs, logged_in, num_compromised, root_shell, su_attempted, num_root, num_file_creations, num_shells, num_access_files, num_outbound_cmds, is_hot_login, is_guest_login</td>
</tr>
<tr>
<td>Time-based network traffic</td>
<td>count, srv_count, serror_rate, srv_serror_rate, rerror_rate, srv_rerror_rate, same_srv_rate, diff_srv_rate, srv_diff_host_rate</td>
</tr>
<tr>
<td>Host-based network traffic</td>
<td>dst_host_count, dst_host_srv_count, dst_host_same_srv_rate, dst_host_diff_srv_rate, dst_host_same_src_port_rate, dst_host_srv_diff_host_rate, dst_host_srv_serror_rate, dst_host_srv_serror_rate, dst_host_srv_rerror_rate, dst_host_srv_rerror_rate</td>
</tr>
</tbody>
</table>

FIGURE 13.3 The features of KDD 1999 data set.
Moreover, to choose one single algorithm may be no longer a good candidate in the evaluation. To further improve the performance of detection, designing more efficient algorithms is required, such as hybrid classifiers and ensemble classifiers (i.e., combining multiple classifiers). Again, the challenge is how to appropriately select such a combination.

13.3.3 False Alarms

False alarms are a big challenge for an IDS. Axelsson [108] suggested that one false alarm in 100,000 events was the minimum requirement for an intrusion detection system to be effective. In this case, the primary and probably the most important challenge that needs to be met is the development of effective strategies to reduce the high rate of false alarms.

We identified that for an anomaly-based detection, the detection accuracy of these detection systems depends heavily on the pre-established normal profile. As described earlier, a normal profile is used to present a normal event. However, it is very hard to establish a good quality normal profile in most cases because network traffic is too dynamic and is very hard to predict [118]. Therefore, a lot of generated alarms are false alarms in a real network environment. For example, some traffic mutations can easily violate the normal profile and cause an anomaly-based NIDS to produce many false alarms.

For a signature-based IDS, the detection capability of these systems is mainly depending on the stored signatures. That is, the detection accuracy is limited to the number and content of their available signatures. But in real settings, the number of signatures is limited and these available signatures are difficult to cover all known attacks and exploits. In addition, such kind of IDSs is weak in detecting multi-step attacks. Therefore, a lot of false alarms may be produced during the detection.

13.3.4 Training Data

Traditional supervised machine learning approaches usually require a large number of labeled data in the phase of training whereas in real-world applications, the number of available labeled data is very small. Therefore, this is a big challenge for a machine learning–based IDS. Based on our work [119], we identify and summarize some common characteristics for intrusion detection as below:

- **Limited samples.** This characteristic is due to the fact that few security experts can provide a large number of attack examples or false alarm examples. In actuality, the number of attack examples, especially for some novel attacks, is very small in real scenarios. This situation is the same for the false alarm reduction: massive unlabeled alarms are available while only a few labeled alarms can be obtained. Therefore, with an extremely small number of training examples, it is a very difficult task for many supervised machine learning algorithms to achieve a high accuracy.

- **Asymmetrical training samples.** Typical machine learning algorithms usually assume that both positive and negative examples (instances) are distributed approximately equally. However, in the aspect of network intrusion detection, positive (or normal) examples are easily obtained and widely available. But the number of available negative (or malicious) examples is very small, and these examples can be further divided into many different sub-classes. This situation is also similar in false alarm reduction. With only a few negative examples, it is very hard for training an algorithm to achieve a high accuracy of detecting negative instances.

13.4 POTENTIAL COUNTERMEASURES

To mitigate the above issues, in this section, we identify several potential directions and countermeasures accordingly, such as constructing newly well-defined data sets, selecting a machine learning algorithm in an adaptive way, constructing an active learning–based false alarm filter and automatically labeling unlabeled data by using a semi-supervised learning–based approach.
13.4.1 DATA SET CONSTRUCTION

There are many approaches for extracting features, so the first challenge is how to appropriately extract features. To resolve this issue, we should work in collaboration and test some candidates. In addition, expert knowledge should be considered when deciding which approach of extracting features should be used. In this case, constructing some new, widely available and well-known data sets by recognized laboratories and universities is a promising way to mitigate this challenge.

For example, although the KDD 1999 data set is more than a decade old, it is the only well-known and widely available data set in the area of intrusion detection. This data set is still widely used in a baseline evaluation aiming to explore the performance of many newly proposed intrusion detection–related algorithms.

13.4.2 INTELLIGENT ALGORITHM SELECTION

To select an appropriate machine learning algorithm is a big challenge because the filtration accuracy of an algorithm may be fluctuant.

To resolve this issue, we proposed an approach of intelligent algorithm selection that selects a machine learning algorithm in an adaptive way [120]. In particular, we constructed an adaptive false alarm filter that could select the best algorithm from a pool of algorithms. The high-level architecture of this intelligent false alarm filter is presented in Figure 13.4.

There are four major components: alarm standardization, alarm processing, intelligent algorithm selection, and false alarm reduction. The component of alarm standardization has two phases: feature extraction and format conversion. The feature extraction is depending heavily on an IDS; that is, for different IDSs, selected features may be a bit different. After extracting these predefined features, all the incoming alarms can be converted during the format conversion. The component of alarm processing is responsible for storing these alarms. In the component of intelligent algorithm selection, the false alarm filter can select the most appropriate machine learning algorithm in an adaptive way. Finally, the component of false alarm reduction can perform alarm reduction based on the selected algorithms.

In the evaluation, we showed that the intelligent false alarm filter could maintain the reduction accuracy at a high and stable level by selecting the algorithm in an adaptive way. Note that this intelligent algorithm selection can also be directly used in anomaly detection that selects an appropriate

FIGURE 13.4 The architecture of the intelligent false alarm filter.
algorithm in detecting intrusions. By selecting the algorithm in an adaptive way, it is expected that the detection accuracy can be improved and maintained at a stable level.

13.4.3 **Active Learning-Based Alarm Reduction**

False alarms are a big challenge for an IDS; to mitigate this issue, we advocate that considering expert knowledge during alarm reduction is a promising solution.

In [121], we proposed an approach of constructing a false alarm filter using active learning. Active learning is a form of supervised machine learning in which a learning algorithm has the capability of interactively querying a user/expert for some useful information and thus obtaining the desired outputs. It usually consists of two components: a classifier and a query function.

The classifier can be any type of schemes, such as Bayesian networks and support vector machines. For the query function, it mainly decides the next examples that should be labeled. The query function is the most significant part of active learning and is also the major difference from a traditional machine learning algorithm. By labeling the most relevant examples (or instances), an active learner can minimize the number of queries required. That is, active learning can achieve good performance by only using as few labeled examples as possible.

In Figure 13.5, we describe the pseudo code of our designed active learning algorithm. In the evaluation, the experimental results of the first experiment showed that the active learner could achieve a better classification accuracy and hit rate than several other traditional supervised classifiers and

![FIGURE 13.5 Pseudo code: The designed active learning algorithm. (From Y. Meng, and L.-F. Kwok, Proceedings of the 9th Information Security Practice and Experience Conference (ISPEC), 1–16, 2013.](image-url)
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that the active learner could approximately reduce the required number of labeled alarms by half. Moreover, the second experiment indicated that the designed false alarm filter was encouraging and could perform well in a network environment, achieving both a classification accuracy and a hit rate above 90%.

13.4.4 Semi-Supervised Learning

To mitigate the issue of labeled data, semi-supervised learning is a promising technique, which can automatically exploit unlabeled data in addition to labeled data without human intervention.

In [122], we conducted a study of applying disagreement-based semi-supervised learning to anomaly detection. Disagreement-based semi-supervised learning is a method in which multiple learners are trained for the task, and the disagreements among the learners are exploited during the semi-supervised learning process. This method has many advantages, such as avoiding the model assumption violation, the non-convexity of the loss function, and the poor scalability of the learning algorithms.

In the evaluation, we conducted two major experiments to respectively evaluate the performance of the disagreement-based algorithm and to evaluate its performance together with active learning. The experimental results indicate that the disagreement-based method can outperform traditional supervised machine learning schemes by utilizing unlabeled data and that the performance can be further improved by co-working with active learning.

13.5 CONCLUSION

Machine learning is a useful technique to solve the problem of intrusion detection (i.e., classifying incoming events into normal or abnormal), and it has been widely applied to intrusion detection, especially to anomaly-based detection. In this chapter, we conduct a survey by reviewing the applications of machine learning in intrusion detection regarding two aspects: anomaly-based detection and false alarm filter construction. We then identify several challenges and limitations with respect to feature extraction, algorithm selection, false alarms, and training data. Finally, we accordingly propose several potential countermeasures and directions to tackle these issues, such as constructing newly well-defined data sets, selecting a machine learning algorithm in an adaptive way, constructing active learning–based false alarm filter, and automatically labeling unlabeled data by using a semi-supervised learning–based approach.

Overall, a machine learning technique and its rapid development can continue to improve the performance of intrusion detection systems while it has some inherent limitations, such as fluctuant performance. To enhance the applications of machine learning in intrusion detection, expert knowledge can be considered to improve the utilization by continuously tuning these machine learning classifiers.

AUTHORS’ BIOGRAPHIES

Yuxin Meng received his bachelor’s degree in computer science (information security) from Nanjing University of Posts and Telecommunications, China, in 2009 and obtained his PhD degree in Computer Science from the City University of Hong Kong in 2013. His research interests are information security, such as network security, intrusion detection, web security, vulnerability and malware detection, cloud technology in security, access control, and mobile authentication. He is also interested in cryptography, especially its use in network protocols. In addition, he is working on the application of intelligent technology in information security. He has actively served as a reviewer for many conferences and journals.
Yang Xiang received his PhD in computer science from Deakin University, Australia. He is currently a full professor at the School of Information Technology, Deakin University. He is the director of the Network Security and Computing Lab (NSCLab). His research interests include network and system security, distributed systems, and networking. In particular, he is currently leading his team developing active defense systems against large-scale distributed network attacks. He is the chief investigator of several projects in network and system security, funded by the Australian Research Council (ARC). He has published more than 130 research papers in many international journals and conferences, such as IEEE Transactions on Computers, IEEE Transactions on Parallel and Distributed Systems, IEEE Transactions on Information Security and Forensics, and IEEE Journal on Selected Areas in Communications. He is a senior member of the IEEE.

Lam-For Kwok received his PhD degree in information security from Queensland University of Technology, Australia. He is currently an associate professor of the department of computer science at City University of Hong Kong. His research interests include information security and management, intrusion detection systems, and computers in education. He has extensive teaching and academic planning experience. He is the associate director of the AIMtech Centre (Centre for Innovative Applications of Internet and Multimedia Technologies) and the InPAC Centre (Internet Security and PKI Application Centre) at City University of Hong Kong. He actively serves the academic and professional communities and has been acting as program chairs and organizing chairs of international conferences, assessors, and panel judges of various awards. He is a fellow of the Hong Kong Institution of Engineers and British Computer Society.

REFERENCES

Applications of Machine Learning in Intrusion Detection

Applications of Machine Learning in Intrusion Detection


Part IV

IDS for Wireless Systems
14 Introduction to Wireless Intrusion Detection Systems

Jonny Milliken

CONTENTS
14.1 Wireless Intrusion Detection Systems .......................................................... 336
  14.1.1 The Basic Structure of a Wireless Intrusion Detection System ............... 336
14.2 Threat Identification .................................................................................... 337
14.3 Architecture ............................................................................................... 338
  14.3.1 Embedded vs. Overlay ......................................................................... 339
   14.3.1.1 Embedded .................................................................................. 339
   14.3.1.2 Overlay ..................................................................................... 339
  14.3.2 Host, Distributed, and Mobile Architectures ......................................... 340
   14.3.2.1 Host .......................................................................................... 340
   14.3.2.2 Distributed ............................................................................... 340
   14.3.2.3 Mobile Agents .......................................................................... 341
14.4 Data Collection ............................................................................................ 341
  14.4.1 Data Collection Methods ...................................................................... 342
  14.4.2 Metric Categories ................................................................................ 342
   14.4.2.1 System Logs ............................................................................. 342
   14.4.2.2 System Calls ............................................................................ 342
   14.4.2.3 SNMP ....................................................................................... 343
   14.4.2.4 Network Traffic ....................................................................... 343
  14.4.3 Network Metrics in Research ................................................................ 343
14.5 Intrusion Detection ...................................................................................... 344
  14.5.1 Detection Methods ................................................................................ 345
   14.5.1.1 Anomaly Detection .................................................................. 345
   14.5.1.2 Misuse/Signature Detection ........................................................ 346
   14.5.1.3 Specification Detection ............................................................... 347
   14.5.1.4 Hybrid ..................................................................................... 347
  14.5.2 Machine Learning ................................................................................ 347
   14.5.2.1 Supervised ............................................................................... 348
   14.5.2.2 Unsupervised .......................................................................... 348
   14.5.2.3 Semi-Supervised .................................................................... 348
  14.5.3 Machine Learning Techniques .............................................................. 349
   14.5.3.1 Neural Networks ....................................................................... 349
   14.5.3.2 Self-Organizing Maps ............................................................... 349
   14.5.3.3 Bayesian Systems .................................................................... 350
   14.5.3.4 Markov Model ......................................................................... 350
   14.5.3.5 Support Vector Machines ......................................................... 351
14.6 Alert Correlation ......................................................................................... 351
  14.6.1 Pre-Processing ...................................................................................... 352
Security in IT systems is an increasingly important area of research as users have come to accept that every system connected to the Internet is vulnerable. These vulnerabilities can come from known threats, zero-day attacks, malware, or DoS (denial of service) attacks. Some systems that aim to protect against these attacks include firewalls and antivirus systems. Each of these defenses only covers a fraction of computer security however. Firewalls are barriers and do not inform about activity within the network while antivirus systems only protect against malicious software on hosts. There are many more protocol and network level threats, which these options do not protect against.

The primary means of defense against these kinds of attacks is with an IDS (intrusion detection system). An IDS monitors the network environment and alerts a human operator to the presence of an attack or abnormalities. An IDS is also useful for detecting attacks that are difficult and resource intensive to prevent (such as DoS) but can be mitigated once they have begun. WIDS (wireless intrusion detection systems) are designed to mitigate the risks of attacks in WiFi networks by monitoring traffic broadcast over the wireless medium of a network for suspicious activity.

14.1  WIRELESS INTRUSION DETECTION SYSTEMS

The rudimentary functions of a WIDS encompass many areas, from data collection and attack detection through to attack reporting to a discerning human or automated response system. Most research work concentrates on one specific area of WIDS performance without consideration of the operation of the whole. This can make it difficult to identify how disparate research investigations and conclusions relate to or impact on each other. Hence, it is useful for researchers to have an appreciation of the whole of the system. This section will outline the operation of a typical WIDS, categorized into six sections:

- Threat identification
- Architecture considerations
- Data collection
- Detection strategy
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- Correlation method
- Evaluation

The first step in the process is to identify which attacks are threats to the network. There are hundreds of attacks that can be lobbied against a system, and it is critically important to identify which of these are priorities because no IDS exists that can reliably detect all known and zero-day attacks.

Once the attacks are identified, the architecture, topography, and topology of the network must be investigated. This reveals the resources available and the potential placement locations for data monitors. Once these are known, the best way of detecting the attacks using the available resources is described using a series of metrics based on the data collection methods. The metrics in question can come from many sources and operate on many OSI (open systems interconnection) layers.

Once the information sources for attack discovery are known, a detection method must be selected. This is an area of mature research as this is the first stage of active intelligence and decision making in the system. It is possible to have a system based on anomaly, signature, specification, or hybrid detection, trained using any number of machine learning algorithms.

In order to reduce the volume of potential alerts, which can confound a human at the evaluation stage, alert correlation is used to refine the WIDS output. The outcome of the correlation process must then be displayed in a descriptive way to the human operator or automated response system for evaluation.

These six categories are applicable for any IDS although the focus in the descriptions will concentrate on Wireless IDSs. The most important categories in this system are the first and last as they encompass the critical link a WIDS is designed to provide: evaluation if a threat (or attack) has occurred. The four intervening stages should be focused toward ensuring that this link is as reliable as possible. Hence, one of the critical factors to appreciate from the classification outlined here is that all subsequent categories are reliant on the performance of previous sections; see Figure 14.1. Poor choices in the design or performance of lower layers can impact on the performance of the entire system further up the chain, leading to cascading suboptimal design.

14.2 THREAT IDENTIFICATION

Network attacks compromise the integrity, confidentiality, and availability of systems. Before a WIDS can begin protecting a system, it must know what it needs to protect the system against. The nature of the threat will govern the characteristics and success of the defense system. However, when the threat is not explicitly known, approximations must be made. Unfortunately, there is no common, standard way of classifying attacks. As a result, it can be very difficult to determine the critical attacks against networked systems. Many approaches for categorization and identification of attacks have been proposed, all of which try to balance completion with accuracy, in the form of taxonomies (Figure 14.2).

A taxonomy is the study of the means of classification, in this case, the way in which attacks are classified. Taxonomies play an important feedback role in a WIDS too because identification
of attacks is necessary as a barometer for the success of the system. Many taxonomies have been proposed, but none have yet to satisfy all the criteria set out [1]:

<table>
<thead>
<tr>
<th>Accepted</th>
<th>Deterministic</th>
<th>Have established terminology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehensible</td>
<td>Mutually exclusive</td>
<td>Unambiguous</td>
</tr>
<tr>
<td>Complete</td>
<td>Repeatable</td>
<td>Useful</td>
</tr>
</tbody>
</table>

The goal of many taxonomies is to comprehensively encompass all relevant attacks. This is academically desirable but does not necessarily address the most common practical limitation: clarity for those of limited technical backgrounds. As network attacks become increasingly common, it becomes more important for non-academics to be able to act securely and know the threats they are subject to. No key taxonomy has yet arisen that is both sufficiently comprehensive and easy to understand.

The complexity of a taxonomy is generally dictated by the volume of attacks it wishes to cover. Reducing this attack space to a manageable level would assist in presentation and interpretation. A subset of potential attacks is given [2] although it is incomplete:

- External misuse
- Hardware misuse
- Masquerading
- Preparatory abuse
- Race condition
- Privilege escalation
- Vulnerabilities
- Misconfiguration
- Bypassing controls
- Eavesdropping
- Interference
- Authorization attacks
- MITM (Man In The Middle)
- Social engineering
- Access rights
- Worms
- Viruses
- DoS
- Spoofing
- Buffer overflow
- Password attacks
- Communication based

Some notable academic investigations into taxonomies include the following:

- **Purdue University** [3] — Taxonomy based on system logs states that a thesaurus of vulnerability terms is needed to remove confusion.
- **Straub and Widom** [4] — Describes a means of classifying attackers based on their motivation as opposed to the attacks themselves and links these to potential responses.
- **Defense-Centric** [6] — Advocates that taxonomies are more useful if built from the defender’s point of view rather than from the attacker’s.
- **IDS Taxonomy** [7] — Develops a means of comparing the performance of IDSs against each other.
- **Communities** [8] — Investigates the impact on communities from cyber attacks with a separation between the intrusive event and the impact of the event.

In each of these cases, attacks have been defined and named differently based on the authors’ experience. There is no formal method applied that would attempt to ensure that all attacks within a particular technology, protocol, or device have been identified. It is possible to list every possible threat that a device may be susceptible to, but this could create many false alarms at evaluation, which can mask the real dangers. No IDS protects against all existing attacks, so the most critical need to be identified instead [9].

### 14.3 Architecture

Once the important threats that can be levied against a vulnerable system have been identified, the next decision concerns where to place the components of the WIDS (Figure 14.3). The architectural structure
can play a huge role in detection ability [10]. This choice is dependent upon the availability of resources, equipment, monitoring points, communication channels, etc. Choices may also be dictated by how distributed the network is. For example, if there are many network locations that need to be protected, then selecting data collection points closer to centralized network switching positions may be prudent.

If an inappropriate architecture is selected, then a WIDS can severely hamper network performance by consuming excessive resources or not having sufficient information available in order to make accurate detection decisions further on in the process. Despite this, very limited research has investigated how to optimally select detection locations.

### 14.3.1 Embedded vs. Overlay

Depending on the availability of computing resources, a WIDS can be more effectively installed as either an embedded or an overlay system. An overlay monitoring network is a system that is independent from the network that is to be monitored and is designed to collect the same data from the wireless medium but with minimal network disruption [11]. This is in contrast to an embedded system, which connects directly with the equipment that is to be monitored. This often includes routers or switches and WLAN access points. There are positive and negative aspects for each approach to WLAN monitoring, as summarized below.

#### 14.3.1.1 Embedded

The traffic that the WIDS must analyze already passes through the network, requiring protection, so the optimal solution would seem to be an embedded system. This utilizes the spare capacity in bandwidth and processing power from the existing equipment to monitor, track, and communicate intrusion information. There are several benefits to this approach:

- Low detection latency
- Low response latency
- Low or potentially zero equipment cost
- Existing communication channels are used

Nonetheless, there are drawbacks to this implementation. The reason for this is resource, rather than technology, based:

- Infringes on existing network performance
- Crashing the network node crashes the defense
- No redundancy
- May require router upgrades or modification
- Self DoS conditions

Any additional load that is placed on the existing infrastructure is very likely to have a performance trade-off. One solution would be to replace the network components with upgraded systems, but then an embedded solution loses its main cost benefit over overlay solutions. There are security considerations too; if an adversary crashes the operational router, then it crashes the WIDS as well.

#### 14.3.1.2 Overlay

In an overlay system, an entirely new monitoring network is deployed alongside the existing infrastructure. A WIDS constructed in this fashion will attempt to collect a majority of wireless traffic...
passing to the AP (access point) under protection directly from the wireless medium. It is not necessary to directly replicate every aspect of the network. Depending on the geography of the area, it may be possible to have one device collect information for many APs. Some positives of this system are the following:

- Equipment diversity
- Multiple source monitoring
- No network performance impact
- Larger resources for monitoring system
- No self DoS

This implementation prioritizes the operational network performance above WIDS performance but requires additional work to plan and install. Given that another entirely separate network is deployed, this can significantly increase the amount of work for security staff. There is also the potential for interference between the operational network and WIDS WiFi channels. Drawbacks include the following:

- Generally larger deployment cost overall
- Slower response and notification times
- Only monitors network traffic
- Increases network administration required
- Potential privacy issues in collecting unintended data

### 14.3.2 Host, Distributed, and Mobile Architectures

#### 14.3.2.1 Host

Implementation of a host architecture ensures that all components of the IDS remain within the same physical hardware and do not rely on communication between other hosts. This allows intrusion detection within the host itself but not necessarily outside of it [12]. Communication to and from the host can be studied, but there is little or no information sharing between hosts and no means of corroborating data. Attacks that target multiple hosts (such as port scans) cannot be detected.

There are some system-level metrics that can only be gathered by monitoring on the host itself, such as system calls or many specification signatures. It also guarantees that only the host itself is compromised through any attack or compromise of the IDS itself.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Unique detection metrics</td>
<td>• Expecting poor/no inter-host communications</td>
</tr>
<tr>
<td>• Only consumes host resources</td>
<td>• No distributed attack detection</td>
</tr>
<tr>
<td></td>
<td>• Poor network/protocol detection</td>
</tr>
<tr>
<td></td>
<td>• Attacks on host compromise IDS</td>
</tr>
<tr>
<td></td>
<td>• No overlay available</td>
</tr>
</tbody>
</table>

#### 14.3.2.2 Distributed

Distributed systems can operate at many different levels throughout the network hierarchy, in switches, routers, hosts, etc. [13]. Concentrating monitors within network equipment focuses on communication between hosts and alleviates some of the problems of host monitoring; no processing impact on the hosts, observing network events, and isolating monitoring station from host compromise.
There are drawbacks with this system. Because each host on a system may be different, the data for a network monitor can appear conflicting. The volume of data to process can grow exponentially as a deployment increases in size. Also, data that is encrypted will pass through uninspected by the equipment. Any network that utilizes a large number of protocols or applications can confuse or confound a distributed WIDS and the processing required to alleviate this problem can be prohibitive.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Can detect network/protocol attacks</td>
<td>Can struggle with disparate data</td>
</tr>
<tr>
<td>Removes burden from users</td>
<td>Loads network communication infrastructure</td>
</tr>
<tr>
<td>Redundancy possible</td>
<td></td>
</tr>
<tr>
<td>Scales well</td>
<td></td>
</tr>
</tbody>
</table>

14.3.2.3 Mobile Agents

Mobile agents cooperatively assist with intrusion detection in a dynamic environment [14]. While the previous systems rely on different placement and communication methods between stationary agents, in a mobile environment the agents themselves can move. Agents can be given specific roles within the network, for example, a monitor agent, analysis agent, retrieval agent, result agent, executive agent and manager agent [15].

Agents allow several independent and intelligent processes to cooperate in securing the network. While this allows distributed computation, asynchronous operation, and an updatable modular structure, there are questions of efficiency and security. The benefit to this approach is that, instead of duplicating agents over every monitoring point, you may instead create a smaller number of agents, which can transfer themselves through the network to provide coverage. These agents can be coordinated by a command structure to investigate suspicious activities. In theory, this should reduce network traffic, add redundancy to the system, and allow more efficient and directed response to intrusions.

There are some problems with this approach [16], such as the following:

- Expensive to design
- Difficult to quantify performance improvements
- Difficult to develop, test, and debug
- Poor security and control
- Can be brainwashed
- Cannot keep secrets
- Lacks necessary infrastructure support

14.4 DATA COLLECTION

Once the attacks that are of primary concern to a WIDS are chosen and the available network locations and resources available have been identified, a decision must be made on what data to collect. Attacks may be occurring within the architecture, but if the correct data is not collected from these locations, all subsequent stages in WIDS design can be compromised. The choice of incorrect metrics can restrict the options for detection algorithms, correlation techniques, and response mechanisms (Figure 14.4).

FIGURE 14.4 Data collection within WIDS categorization.
Unfortunately, at present, there is no standard for selecting, measuring, or tracking metrics. This leads to conflicting measuring approaches and conflicting research outcomes in some instances. As a result, there has been a trend in more recent publications toward identifying and classifying the features or metrics that are optimal [17]. Optimizing and prioritizing metrics is an important goal for WIDS research because it is possible for multiple attacks to be detectable via tracking a single metric while some attacks may require multiple metrics before they can be reliably detected. Optimal selection can reduce false positives, reduce false negatives, and improve root causing of alerts.

14.4.1 Data Collection Methods

An important aspect of data collection is the method of collecting data. For WIDS research, one means of addressing this problem is the identification of appropriate data sets. It is not uncommon for research papers to generate their own data set; however, this presents problems in comparing data sets and the results based on them [18]. Selecting a suitable data source is an important factor in ensuring that the results drawn from experiments are accurate and relevant. This topic is dealt with in greater depth elsewhere in this book (Chapter 17).

14.4.2 Metric Categories

It is not the case that the more metrics monitored, the more secure the system. Some metrics are more useful than others in detecting attacks, and irrelevant metrics may confound the detection system or human response [19]. Sources of metrics can come from all layers of the communication stack, any protocols that operate over the network and, potentially, the information from any system or process in operation. This creates a problem for optimal selection because many metrics may not be available or practical for tracking, depending on the environment the WIDS has been deployed in. Hence, metric possibilities are generally restricted to the most common protocols and network behavior to attempt to create solutions that are likely to work on many different systems installed in many different locations. Common metrics that are used in a WIDS can be separated into four categories:

- System log files
- System calls
- SNMP
- Network packets

14.4.2.1 System Logs

System or audit logs are sets of events created by the OS (operating system) for performing tasks and thus can only be tracked from within host systems [20]. Logs usually represent a list of the running processes on the machine and past activity on the machine. These are typically used with anomaly detection techniques to build applications policy.

The drawback with these logs is that each OS will create, store, and represent them differently, and there is no common format for intrusion detection. Work [21] proposes a specific language to define the meaning of intrusion events. These logs have an associated security risk as well because any attacker that can gain access may well be able to discover more information about the victim than if the monitor was not present.

14.4.2.2 System Calls

System calls are used for tracking illegitimate behavior of a program installed on a protected system. Should a program act maliciously or anomalously, it must communicate with the operating
system. However, this means that the communication can be different across each OS. The process of determining these calls for the huge library of common programs in use is non-trivial and so tends to be performed only for critical programs. It is also possible to subvert the detection scheme in use by wrapping an attack within legitimate system calls [22].

14.4.2.3 SNMP
The SNMP (simple network management protocol) allows for various status updates between devices within a network and is routinely used for remote administration of network performance. It has been suggested that combining this information with an intrusion detection system can aid with detection effectiveness [23].

The TCP, IP, and ICMP data [24] are combined with system configuration, network traffic, control, and error statistics from the MIB (SNMP knowledge base). In an experiment in which the detection levels were set to 30%, the results indicate that most attacks can be detected to within a 95% success rate with less than a 1% false positive rate.

14.4.2.4 Network Traffic
Analyzing frame data passing through the network can provide information about the security of the network users and the network infrastructure. However, there are restrictions and challenges with inspecting this data in some cases. Due to privacy limitations, much of the data from the network traffic payload may not be accessible in all cases [18]. Hence, information from protocol headers is the primary source of this network traffic information. This can cause problems for overlay WIDS, which may then only be able to rely on WiFi management frames for detection purposes [11]. Network traffic is the primary metric source for WIDS, so a more in-depth analysis of the metrics available is considered here.

14.4.3 Network Metrics in Research
Many common metrics for IDSs are resident in the network (OSI Layer 3) and transport (OSI Layer 4) layers. As these protocols operate principally the same on wired and wireless installations, this theoretically allows conclusions to be applied to both. This is generally not tested however. Use of metrics at the physical (OSI Layer 1) and data link (OSI Layer 2) layers would deviate significantly for wired and wireless IDSs. Unfortunately, there are few metric investigations that investigate metrics for WIDS [19,25] and fewer at lower layers for WIDS [26]. Some examples of relevant metric selection investigations are outlined below.

Qu et al. [27] utilized a distance method for establishing how far a metric must deviate from its expected value before it can be considered anomalous. The metrics under consideration include the rate of outgoing TCP SYN packets, total number of outgoing UDP packets, ARP request rate, memory usage, and CPU utilization taken every second. No information on the levels or success of these metrics is given.

Chebrolu et al. [28] identified 12 attributes as key attack detection metrics. The exact relationship between each variable and their detection performance is not given. The metrics are the following:

<table>
<thead>
<tr>
<th>Service type</th>
<th>Service count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>Srv_error</td>
</tr>
<tr>
<td>Destination</td>
<td>Srv_diff_host_rate</td>
</tr>
<tr>
<td>Logged in</td>
<td>Dst_host_count</td>
</tr>
<tr>
<td>Packet count</td>
<td>Dst_host_srv_count</td>
</tr>
<tr>
<td>Error rate</td>
<td>Dst_host_diff_srv_rate</td>
</tr>
</tbody>
</table>
Lu and Traore [29] detected DDoS attacks using the ratio of incoming IP traffic to outgoing IP traffic. An outlier removal strategy is employed using a Gaussian mixture model and an expectation maximum algorithm. Using this system, the response time was approximately 35 seconds for selected flood attacks.

Zargar and Kabiri [19] determined that certain metrics are better at detecting particular attacks. Key results include the following:

- SYN flags and stream index were most indicative of a DoS.
- Fragmentation commands best indicated a “user to root” attack.
- Distinction between “remote to local” attacks and normal traffic can be determined by a threshold.
- FIN flags and PUSH flags determine a port scan.

Milliken et al. [26] identified challenges and proposed means for detecting flooding DoS attacks using WiFi management frames in an overlay detection network. The work ascertains that an additional packet reception timeout metric is specifically required by an overlay network in order to function effectively.

14.5 INTRUSION DETECTION

Once the priority attacks have been identified, architecture and resources allocated, and data collection points established, the method of detecting intrusions must be chosen. This detection process is usually the most processing intensive as it requires operating potentially sophisticated algorithms over large volumes of data. Should the detection algorithm determine that an attack has occurred, then the alert is passed upward to subsequent stages for correlation and evaluation (Figure 14.5).

Detection algorithm testing and development is the most intensely researched field of the stages in WIDS operation outlined here. Nonetheless, it is heavily reliant on the three stages that precede it. If the data fed to the algorithm is incorrect, then poor performance is guaranteed. However there is little research to date that investigates the performance of an algorithm depending on the quality of the data provided [26].

The main objective of this stage is to differentiate normal traffic from potentially intrusive traffic. There are two major assumptions often used at this stage:

1. Attack traffic is inherently different from normal traffic.
2. Normal traffic is more prevalent than attack traffic.

Particularly in modern governmental and large-scale commercial systems at risk from APT (advanced persistent threat), the second assumption is becoming less applicable. Nonetheless, for the majority of systems, it holds true.

Development of an intrusion detection algorithm can be separated into two distinct fields:

- Detection methods
- Machine learning
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Choice of detection method concerns the means of identifying attack signatures from changes in the chosen metrics. This directly addresses the goal of identifying attack traffic among legitimate traffic. Machine learning approaches the issue of teaching a machine to make these decisions. With the large volume of traffic passing through WIDSs, it is impractical to have a human observe and identify all the trends; computer automation must be employed.

14.5.1 Detection Methods

Choice of detection method is the first component of a WIDS with decision-making intelligence. All previous stages have primarily relied on the work of experienced humans to make decisions. Detection techniques are one of the chief sources of false positives in the system, and the method employed can make a large difference to the eventual WIDS performance. The goal is to strike an effective balance between detection rate and the rate of false positives.

Typically, detection methods employed to differentiate legitimate and malicious traffic can be separated into one of four categories:

- **Anomaly detection:** Generates an idea of the normal traffic characteristics by observing normal network operation and detecting any deviations from this; i.e., *anything outside this expected norm is an intrusion*.

- **Misuse/signature detection:** Establishes a list of rules that should be not violated or known operations that represent attack heuristics; i.e., *anything that matches this pattern is an intrusion*.

- **Specification detection:** Categorizes all the normal and illegal operations of processes and determines which of the two the current activity represents. This lies between anomaly and misuse detection on the spectrum; i.e., *specific processes that perform non-allowed actions are intrusions*.

- **Hybrid detection:** Combines the best parts of any two of these approaches and uses them to offset the drawbacks of other areas. Much research into detection is concerned with how to get combinations of anomaly, misuse, or specification detection to work together effectively.

14.5.1.1 Anomaly Detection

Anomaly detection aims to establish a model for the normal operation of the network. Comparing current traffic to expectedly normal limits should mean that any anomalies will indicate intrusion or suspicious activity. This principle works under the assumption that abnormal traffic is distinct from normal traffic and that it is less common.

If the assumptions hold then, in general, this technique is capable of identifying novel attacks because even zero-day attacks should deviate from the expected norm. As with any system however this is an approximation of real life, represented by a finite number of attributes, so the model will always be limited. This limitation can lead to false positives (new traffic that is legitimate) or false negatives (attacks newly disguised as legitimate traffic).

A graphical representation of the typical operation of an anomaly detection algorithm is given in Figure 14.6. Note that the detection structure is made up of the profile, decisions, and responses. Profiles are necessary for each of the networks under protection, so if there are multiple devices or users, then the volume of profile data grows. The decision determining if traffic is statistically deviant is a comparison between incoming traffic and this profile. The attack decision allows for the profile to be adaptable and dynamic; however it may not be employed in all systems. The response level will be passed upward to a correlation engine before evaluation. Two important features that impact the success of this system are the quality of the profile generated and the “statistically deviant” decision technique employed.
Misuse/Signature Detection

Misuse detection aims to identify intrusions by matching traffic to specific strings of known attack patterns. This is in contrast with anomaly detection, which tries to identify everything that does not fall within its bounds. Signature detection is the same process as misuse except that the patterns are defined by a human expert rather than computer learning. The technique has proven very effective at detecting known attacks and can give a good root cause explanation for the alert it generates.

Because signatures must be developed from known attacks, this detection method is entirely unable to identify novel intrusions. Furthermore, developing these patterns is a difficult and time-consuming process, whether done by hand or by machine and will always be limited by the inability to perfectly replicate real life, which contributes to false positives in the same fashion as anomaly detection. Patterns tend to be developed from historical attack data, which means that the attacks themselves are used less regularly, which causes the rules to become dated. The approach is also defeated by attacks that use a series of steps that could be innocuous in isolation but in a structured way can be used to compromise the system.

A graphical representation of the typical operation of a misuse/signature detection algorithm is given in Figure 14.7. One of the key influences on the performance, similar to profile generation in anomaly detection, is the generation and quality of the rule set. There are challenges around rules covering multiple occurrences and overlapping [30] because rules are added sequentially, not iteratively. This is not aided by the lack of a standard form and the format of IDS rules across systems. [30] advocates an algorithm for determining rule clashes. These clashes can be both between rules or within one rule itself and be based on redundancy, verbosity, inefficiency, duplication, etc.
14.5.1.3  Specification Detection
Specification approaches occupy the middle ground between misuse and anomaly detection. They aim to create a system behavioral specification under the assumption that a legitimate and well-behaved system will only operate within these bounds, and any movement outside this can be considered an intrusion. This is functionally different from anomaly detection as it identifies a list of activities a system may not do, rather than identifying uncommon activities. It is functionally different from misuse/signature detection as it identifies what a system may do, rather than only identifying what it may not.

The limitations of the specification are created through expert knowledge rather than machine learning, which suffers from many of the same challenges from previous approaches, particularly ensuring completeness. Specification detection should be able to detect both known and novel attack approaches; however, it suffers in terms of workload because creating these specifications for the large amount of common programs in use today is certainly not a trivial task. Even in instances in which a machine can generate some specifications, they still need to be verified by a human expert at some stage of the process. Some investigations into the feasibility of this system have been performed [31], in particular by [32] in WLANs.

14.5.1.4  Hybrid
Due to the benefits and drawbacks of each of these systems, it is clear that a combination (usually misuse and anomaly) would provide improved detection results, for example, allowing anomaly detection to handle unknown events while misuse detection identifies known attack signatures [33]. Such an approach should decrease the level of false positives if a sufficient method of managing conflicting decisions from multiple detection approaches can be properly managed. Some approaches have also married two anomaly detection engines together in order to try to balance the false positive rate of one against the other. A graphical representation of the typical operation of a hybrid detection algorithm is given in Figure 14.8.

14.5.2  Machine Learning
One of the major challenges in creating an effective intrusion detection algorithm is the difficulty of developing appropriate rules, profiles, or specifications. These attributes need to be both specific
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enough to identify attacks amongst normal traffic and general enough to apply in many different scenarios, locations, and network environments.

Relying on a human to design detection characteristics is highly reliant on the particular knowledge and beliefs of the human and can vary considerably. Machine learning is an area of research that aims to alleviate this problem either partially or entirely by providing the algorithm with a composition of training data. This data should be based on real-life traffic in that it should be primarily real traffic but can have specific attack instances added in to bias detection ability. Within machine learning for IDS, the machine can be taught to detect attacks within this data in any one of three ways:

- Supervised
- Unsupervised
- Semi-supervised

14.5.2.1 Supervised
Supervised machine learning relies on a human element to train the learning process of the machine so that it can determine which metrics indicate an attack and which indicate normal traffic. In supervised learning, the entirety of the data is labeled as either normal or attack data by a human. The machine uses this data to form thresholds, clusters, states, or relationships for generation of a set or rules or profiles [34].

The benefit of this approach is that it allows the machine to make connections that may be too sophisticated for a human to identify or which a human may erroneously omit. This approach also allows for constant, automatic updating of the detection parameters as more traffic travels through the network. Drawbacks include the remaining need for a human expert to identify the positive and negative traffic, which is a non-trivial task. Each expert may label data differently or suboptimally. The training data set is furthermore unlikely to be able to cover all possible eventualities of the system.

14.5.2.2 Unsupervised
Unsupervised learning relies heavily on the assumption that normal network traffic is appreciatively distinct from and more plentiful than abnormal traffic, and so a machine should be able to distinguish between the two without human guidance. A further assumption is that any large, frequent groups of calls or state transitions are likely to be normal rather than abnormal. If both of these assertions hold true, then a larger, unlabeled training set can be used.

This system does not require human guidance and can theoretically detect novel attacks, rather than being restricted to those attacks that a human is aware of and able to label [35]. It is also more likely to generate comprehensive rules or profiles that cover many eventualities. The drawbacks of this system are numerous. First, the rules and profiles generated may be too complicated for a human to interpret easily. This can make it challenging to provide root causes for detection alerts, which makes attribution and response recommendations more difficult. It also cannot account for traffic or nuances from the real world that a human may contribute.

14.5.2.3 Semi-Supervised
Semi-supervised learning occupies a midway point between supervised and unsupervised learning. In this approach, only the conclusively known or a subset of conclusively known [36] traffic is labeled by a human. This reduces the labeling burden on the human and does not require labeling of complex or distributed attacks, which can be time consuming. This allows the system to create parameters for suspicious or attack activities and can potentially differentiate between different attacks rather than normal and abnormal. Nonetheless, identification of conclusively good traffic is still a difficult task for a human to carry out correctly. Identifying “anomalous” rather than attack traffic has been discussed [37].
14.5.3 Machine Learning Techniques

A large number of techniques have been suggested for machine learning in intrusion detection; some of the more prominent methods are outlined here.

14.5.3.1 Neural Networks

Neural networks consist of interconnected nodes, or neurons, which are used for information processing based on the weighted connections between the nodes. The system can adapt the weighting of the node connections depending on incoming data. It is often demonstrated as a MLP (multi-layer perceptron) as seen in Figure 14.9.

In intrusion detection, the connections between nodes represent probable chances of transitions. The weighting of nodes is trained into establishing what a profile should be for the given system. The neural network is then able to identify behavior outside of this normal bound. As the system operates, the accuracy of the node weightings should increase and be more reactive to detection of abnormal values.

While this approach is well used in intrusion detection [38], it does suffer from the potential to allow anomalous behavior to be classified as legitimate, and attack root causing and attribution are not always clear. Operation and training of neural networks tends to be expensive [28].

14.5.3.2 Self-Organizing Maps

The SOM (self-organizing map) is a neural network model that maps multi-dimensional relationships between parameters into a two dimensional map used to analyze and visualize attack/security topography as described in [33].

Each model is formed of neurons \( i \) in a lattice or grid, in which each neuron has a number of associated \( n \) parameters (weight, reference, codebook, etc.). Adjacent neurons form a neighborhood for \( i \). A neighborhood function determines how closely related \( i \) is to its neighbors with the more neighbors giving a more accurate result/generalization.

The key advantage of SOM is the formation of clusters, which helps to reduce the input space into representative features. Hence, the underlying structure is maintained while the dimensionality of the space is reduced. There are some drawbacks, however. For example, SOM uses a fixed architecture in terms of number and arrangement of nodes, which has to be defined before training. For largely unknown input data characteristics, it is challenging to determine the network architecture that yields optimal results. Also, the topology of the input space has to match the topology of the output space that is to be represented. However, in real-world data sets, the output must be defined before learning can begin even though the input dimensions may not yet be known [39].
14.5.3.3 Bayesian Systems
Bayesian networks model probabilistic relationships between variables of interest and are very similar to neural networks. Here, connections represent conditional dependencies, and nodes that are not connected to each other represent variables that are conditionally independent, regularly described as a DAG (directed acyclic graph) [28] as in Figure 14.10. In a DAG, each node represents a domain variable, and each edge between nodes indicates a dependency, usually based on probabilities. Thus the probability of the event occurring is based on the evidence for the event based on the parent nodes (the posterior probability).

If these probabilities are calculated for all states, then an idea of the condition of the system as a whole can be established. However, this theory is based on previously observed distributions for each state and relies on the potentially unreasonable condition that states are independent. The major benefit of Bayesian approaches over the likes of neural networks and decision trees [40] is that they can closely represent the inter-dependent relationships among data attributes. It is also possible to add decision nodes to extend the system into decision analysis. These networks are fast, efficient, adaptive, offer good generalizations, and are quickly trained.

14.5.3.4 Markov Model
Markov chains generate a series of state transitions, which, if violated, flag intrusions. This technique regards events as state variables in a process. An event is considered anomalous if it occurs out of sequence or with a low probability of connection with its previous state [41]. In a first-order Markov chain, the next state depends only on the current state as in Figure 14.11. There are also higher-order Markov chains, in which the probability of the next state depends on some fixed number of previous states [42]. The training stage can evaluate the states in terms of internal movements or, in a hidden Markov model, on the outputs of the system. These are commonly used in IDSs and perform well against behavioral deviations.
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14.5.3.5 Support Vector Machines

SVMs (support vector machines) create hyper-plane delimitations based on distances between points, creating maximum segments of classification [43]. The SVM finds the optimal separating plane between members and non-members of a class in a feature space. The margin, as indicated in Figure 14.12, represents the level to which the hyper-plane has managed to separate the classes, which should be maximal. However, SVM is a purely binary system and will only identify the divisions between two groups. It requires a small data sample for training and is not sensitive to the dimension of data. This approach has been shown to be effective for intrusion detection although it is more resource intensive and requires more training time.

Yu et al. [44] propose that a two-tier SVM implementation can provide the best results. The first stage categorizes the traffic into normal and abnormal, and the second stage utilizes a multi-stage SVM to identify the different attacks that are taking place, creating a hierarchy of SVMs.

14.6 ALERT CORRELATION

Once the detection algorithm has analyzed the metrics that have been provided, it generates detection alerts based on the belief that an intrusion has occurred. In a reasonably large WIDS installation, there may be multiple intrusion detection components deployed. A large number of detectors can generate a large number of alerts, potentially based on the same event. Therefore the generated alerts may be complementary, contradictory, true, false, or incomplete. Each of the alerts may also have different priorities or response time constraints. Correlating these alerts can help identify attacks, reduce unimportant events, and improve evaluation and response activities (Figure 14.13).

The ability of a correlation engine to correctly group alerts is directly related to the quality, accuracy, and completeness of data generated at the detection level and at subsequent stages that have contributed to detection performance. The most important difference between the alert correlation and intrusion detection stages is that while detection is concerned with separating “good” traffic from “bad” traffic (a divisive process), correlation is concerned with bringing those alerts with similar features together (a cohesive process). The authors in [45] observe a reduction in alert
volumes, using a correlation process in the range of 50%–99% over thousands of alerts. Generally, the steps of alert correlation can be divided into three categories:

- Pre-processing
- Correlation
- Post-processing

14.6.1 Pre-Processing
The pre-process step converts alerts from various sources into a normalized format and combines multiple alerts into a single alert, removing duplicates and significantly reducing the amount of time processing and evaluation require.

14.6.1.1 Normalization
This step converts alerts into a generic format and reduces the number of alerts to be correlated. One method for normalizing this data into a useful standard is the IDMEF (intrusion detection message exchange framework). The framework requires alerts to conform to nine different attributes:

- Analyzer
- Create time
- Classification
- Detection time
- Analyzer time
- Source
- Target
- Assessment
- Additional data

14.6.1.2 Data Reduction
Reducing the data in the pre-processing stage removes redundant alerts from the processing chain. This speeds up the system, makes it more accurate and reduces the load on the human or automated response system [46]. Alerts may be

- Aggregated — Duplicate alerts coming from the same sensor or from different sensors. Aggregation characteristics include timestamp, source IP, destination IP, port(s), user name, process name, attack class, and sensor ID.
- Filtered — Removing low interest alert classes and known false alerts. These alerts are normally predefined by administrators.

Investigations in [47] advocate the use of run length encoding (RLE) to reduce alerts specifically from alert flooding attacks against a WIDS. Invoking RLE during high alert volume instances can greatly cut down on overload on the system. Only specific timing data is sacrificed.

14.6.2 Correlation Techniques
Correlation utilizes techniques such as feature similarity, known scenarios, prerequisite and consequence, to establish logical connections between alerts or to identify attacks that occur in stages. As the complexity and volume of attacks increases, the ability of a human or automated response system to derive meaning and context from these alerts decreases. Thus reliance on raw alert data is becoming less and less reasonable in a practical context [48].

14.6.2.1 Feature Similarity
Feature similarity clusters alert based on similarity in parameters, such as source IP, port number, target IP, etc., but cannot determine causal relationships between alerts. Links can be established for parameters, such as frequency of alerts and the number of links or associations between alerts.

For the feature similarity approach in [48], the features for the correlation engine to scrutinize included the following:
• Similarity between source IP
• Similarity between target IP
• Similarity in target port numbers
• Similarity between target IP and subsequent source IP
• Backward correlation
• Frequency of alert correlation

### 14.6.2.2 Known Attack Scenario

Known attack scenarios are coded using either expert rules or machine learned training rules. This uncovers the causal relationship between alerts but can only detect known intrusions. It fundamentally operates on states and transitions and attempts to identify patterns. Features in use in this approach include the following:

• Alert type (time and duplication)
• Time between alerts
• Similarity of consecutive bit of destination IP
• Similarity of consecutive bit of source IP
• Similarity of consecutive bit of last destination IP vs. new source IP

As is noted in [49] it does not necessarily follow that identified scenarios are actually intrusions. The resulting scenarios give watching administrators a better representation of the actions of the network and the ability to make more informed decisions. By grouping them into scenarios, it is hoped that false alerts will be more readily identified, and the false alert rate will drop.

Each time a new alert is produced, the likelihood that it belongs to an existing scenario is calculated. If it is unique, then a new scenario is constructed. Training on human sanitized data is needed to learn the appropriate probability measures.

### 14.6.2.3 Prerequisite/Consequence

The principle of this approach is that alerts do not occur in isolation; there is very often a pattern or trail of alerts from attack beginning to execution [50]. Recognizing early signs of attack can help to prevent the more damaging later stages from occurring. Combinations of alerts are generally formed with “fact, precondition, consequence” triplets in which fact is the attribute name, and precondition and consequence are logical combinations of events. The drawbacks with this approach are that it cannot detect unknown attacks, and even for known attacks, the future steps may be unclear or too numerous.

In [51], the authors implement techniques to cope with variations in attack strategy and a method of measuring the similarity between attack signatures. DAGs are automatically extracted from correlated alerts by first aggregating intrusion alerts that belong to the same step of a sequence of attacks and then extracting the constraints between the attack steps. Error-tolerant graph isomorphism is used to establish whether generated graphs are unique, similar, or subsets of each other. Using a distance calculation between graphs, the minimum number of edits necessary to change one DAG into another is the similarity measurement metric. While this approach can be computationally expensive if the graphs are large, the authors assume that in reality attack graphs will be small.

### 14.6.3 Post-Processing

The post-process step is used as a feedback mechanism to improve the performance of pre-processing and correlation, ranking, and prioritizing processed alerts. There may also be an intention recognition function, with which the system infers the end goal of any successful attack, informing early
warning systems and potentially stopping future intrusions from escalating. The post-processing stage of the correlation engine also allows the generation of a historical database of alerts and signatures that can increase the effectiveness of the system.

14.6.3.1 Alert Prioritization

The purpose of alert prioritization is to classify alerts based on their severity and take appropriate actions for dealing with each alert class. Usually this operates as a means of finally assessing security incidents and ranking them in terms of known or expected damage.

In [52], alert prioritization is performed using two parameters: (a) The degree to which an alert is targeting a critical asset or resource, and (b) the amount of interest the user has registered for this class of security alert. Now the high priority incidents are identified for the environment within the organization within five grades from low priority to high priority. The final rank for any incident is the merging of the likelihood value and priority estimation.

14.6.3.2 Intention Recognition

Intention recognition is the process of inferring the goals of an intruder by observing their actions. This step aims to provide early warning capability and allow automatic response as well as preventing intrusions from escalating [53]. Offline data is inspected to allow a link between actions and intrusions to be determined. Intention recognition has also been considered for unique attacks in WLANs [54].

There are some issues that need to be overcome before proper intention recognition can be implemented in a network security situation [55]. The first of these issues is the tendency for attackers to try to cover their tracks. A malicious source can aim to take evasive action or masquerade in order to avoid discovery. This makes identification and root causing problematic. Second, there are practical limitations on the information sources:

- Holes in IDS coverage/unobserved actions
- Partial ordering of attack approaches
- Multiple attacker goals/effects
- Multiple hypotheses for attack intent in any situation

The plan recognition system proposed in the paper creates hierarchical options for an attacker, who is assumed to have an attack plan and does not just launch arbitrary attacks. Recognizing the plans of a hostile adversary requires implications and deductions rather than binary certainty. Due to this fact, it is difficult to recognize attacks that have long time scales. In order to compensate for unobserved events, the system may generate possibilities based on the observed actions.

14.7 EVALUATION

The final stage of the WIDS hierarchy defined here is evaluation. At this stage, decisions need to be made either by a human or an automated response system about the severity, likelihood, and impact of the alerts that are generated. It is important for the system to be able to readily identify the presence of a specific attack occurring at a specific time and the reasons for this alert in order to best inform any response or audit mechanism. Each of the planning decisions from previous steps directly contributes to the success of the outcome of the WIDS at this point; the selection of correct threats, architecture choices, metric and data collection identification, attack detection algorithm development, and intelligent correlation methods are employed (Figure 14.14).

Evaluation in the context of a WIDS covers two topics:

- Evaluation of WIDS-generated alerts
- Evaluation of the performance of the WIDS
14.7.1 EVALUATION OF WIDS ALERTS

The key components for administrators or automated response systems are the following:

- The volume of alerts
- The confidence in the validity of alerts
- The ability to interpret alerts in a meaningful way

It has been mentioned in [56] that these human factors of intrusion detection are more important in industry than the technology challenges, although they are interrelated. The goal at the evaluation stage for a WIDS is to reduce the amount of data displayed to the administrator, to display it in a meaningful way, and to make sure the administrator has confidence in the output presented. The success of a human administrator in evaluating the probability of an attack is based on the following information:

- False positives
- False negatives
- Visualization
- Clarity of response action

14.7.1.1 False Positives

A false positive occurs when the attack detection algorithm identifies traffic as suspicious and/or malicious but that later turns out to be legitimate. This eventuality is the greatest source of frustration for users and designers of WIDSs and reduction of false positives is a critical goal.

If an alert requires further investigation to ensure it is a true positive, then the resolution response time suffers, potentially allowing the attack to perpetuate before confirmation. Conversely, if the WIDS is deemed trustworthy and an immediate response is carried out, then the reaction could conceivably cause more harm than the false alert itself. Hence, reduction of false positives can be dependent on a trade off again between response speed and thoroughness.

Some sources [57] identify the presence and volume of false positives as a critical stumbling block of WIDSs. Intolerance of this level of WIDS false positives has led to the development of intrusion prevention systems (IPS) as an alternative. While there is much improvement required, it is important to remember that most security systems create false positives, but it is how they are dealt with that determines the success of the system.

14.7.1.2 False Negatives

A false negative occurs when an intrusion is not detected by the system or is detected by the system but flagged as legitimate. The problem of false negatives is another issue for WIDSs although, generally, reduction in false negatives can be achieved by lowering threshold limits or by reducing the precision of detection rules. Unfortunately, this tactic is likely to drastically increase the level of false positives.

14.7.1.3 Visualization

Due to the complex interactions between metrics or network components, the root causing and visualization of alerts can be problematic. For alerts and recommendations passed on to automated detection systems, this area is of little concern other than for potential human auditing. However,
visualization of attack behavior and consequences is critical for any human observer in order to be able to make reasonable judgments about appropriate response.

Visualization techniques can be used to illustrate and characterize trends, events of interest, and incidents. This reduces the possibility of improperly interpreting the output of the WIDS and carrying out a potentially damaging, incorrect remediation activity. Intelligent visualization techniques represented in a timely, succinct, and meaningful format have the capability to aid the identification of and mitigation against false positives and false negatives.

Some open-source initiatives that provide IDS visualization include the following:

- **Graphviz**: Allows flowcharts and connected graphs to be automatically generated from simple text files.
- **EtherApe**: Graphical network analyzer for UNIX that displays the direction and volume of network traffic between hosts.
- **Netgrok**: A java implementation of a network analyzer that visually organizes network layout and data.

The focus of intrusive event visualization is largely related to graphic representation of traffic [61], topologies [59], decisions [60], and relationships in network activity. Demonstrating the performance of the WIDS in terms of detection performance is a method of visualization that is often overlooked and can include the following:

- **Accuracy** — In terms of percentage of detection, percentage of failure, and number of false positives.
- **Precision** — Number of predicted intrusions that were intrusions.
- **Recall** — Percentage of real intrusions covered by the system. This is quite difficult to gauge.
- **ROC curves** — ROCs (receiver operating characteristic) are detection visualization graphs that demonstrate the performance of a WIDS based on the link between false positives and true positives.
- **Timely response** — Display of the latency of alerting to an intrusion occurrence and/or speed of automated or human response.
- **Cost** — Calculating the cost associated with fighting an intrusion vs. the cost of the intrusion actually happening [61].

### 14.7.1.4 Response

At the top of the hierarchy, decisions need to be made about the severity, likelihood, and impact of the alerts that are generated as well as the response. Once an administrator can trust the alerts generated by a WIDS and can visualize the effect this alert is having on the network, the next step is identifying an appropriate response.

For interventions by humans, the choice of response is typically dependent on experience, and so responses can vary from person to person. This occurs due to the lack of comprehensive, effective response tactics to remediate many network attacks. Generation of these response tactics is a difficult task as serious consideration has to be put toward ensuring the response is proportionate and cost effective and does not cause more problems than the attack, such as a self DoS [61].

Recognition of this challenge has encouraged the development of IRSs (intrusion response systems), which are dealt with in greater detail elsewhere in this book. An IRS automates the human response behavior at the top level of a WIDS. Hence, many of the same issues with human response remain but with a technology rather than a human interpretation solution. This approach has many benefits, such as increase in response time, direct attribution of remediation to input data, and transfer of security responsibilities.
Implementation of an automated response strategy requires explicit trust in the performance of a WIDS and the tuning of attack detection parameters. In some cases, only those events that are classified with a high probability are dealt with by automated systems with uncertain events escalated to a human invigilator. In effect, this approach reduces the burden on human interpretation without removing it entirely. The same challenge remains in how to assist a human in making difficult security decisions.

14.7.2 Evaluation of WIDS Performance

There is no simple or standardized method of verifying the performance of a WIDS against benchmarks or a method of comparing WIDSs to each other [62]. There are no open standards for testing or any public, comprehensive test suites available. Hence, assessing the performance of WIDSs proposed by academia or commercial enterprises is difficult. Scarfone and Mell [10] advocate that any evaluation should be based on the following factors:

- Configuration ability and ease
- Burden load detection system requires
- Dependence on positioning
- Processing power of detection machines

Although testing of research systems has been carried out, it was criticized [63] as suffering from only being a simulation with no real world tests and difficult tuning. Challenges that arise from trying to test a WIDS effectively include the following [10]:

- No standard, open methodology
- Need for system to be tested in real-world environments
- There are no testing suites available
- Lack of lab environment test resources
- No configuration equivalence between WIDSs

Some notable example of WIDS evaluation are demonstrated by NSS Labs* [7,9]. NSS Labs are a commercial organization that has produced reports analyzing the performance of various security products, one of which is WIDS. The most recent test on this area is from 2001 [64], however, with more modern investigations focusing on IPSs (intrusion preventing systems). Furthermore, many of the reports require subscriptions or payment for access. In [7], a confusion matrix is constructed to allow the relative coverage areas of WIDSs to be compared using attributes, such as prosecution, confirmation, identification, recognition, and detection. In [9], another confusion matrix is developed, which purports to be able to differentiate WIDSs based on their attack performance using target and attack type although this is only proposed and not proven.

Nonetheless, for academic research purposes, the statement in [14] that “Exhaustive quantitative performance evaluations of current IDSs in real-world environments do not exist” unfortunately still holds true.

14.8 SUMMARY

This chapter has categorized the typical operation of a common WIDS into six sections: threat identification, architecture considerations, data collection, detection strategy, correlation method, and evaluation. These six categories are relevant for any IDS although the focus in the descriptions has concentrated on wireless IDSs.

Discussion of the major attributes of each of these categories has demonstrated that the choice of IDS characteristics can influence the performance of subsequent stages. The field of “detection strategy” is the area of greatest current output in research; however, each of the remaining areas is either directly affected by or directly influences this stage in the process. Consequently, more work is needed to ensure that the data and recommendations produced by one stage are appropriate and meaningful for subsequent stages and, crucially, have easily evaluable and root causing components.

Maintaining a credible link between an indication of an attack occurring and comprehensible evaluation for a human administrator or automated response system should be the primary objective throughout the entire process. Future research should take into account the interrelationship between the stages and not solely consider them in isolation. Poor choices in the design of lower stages in the WIDS process can impact on the outcome of the entire system, leading to cascading suboptimal performance.
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15.1  INTRODUCTION

Wireless communication has been fast emerging as an important research paradigm, and its utility in several application areas is also gaining momentum. It is being implemented in various interesting application areas, such as battlefield surveillance, traffic monitoring, health care, environment monitoring, etc. [1]. Day-to-day experiments are being conducted for testing the feasibility of wireless networks in several new upcoming areas. Wireless networks make use of the unguarded wireless medium for communication that is largely responsible for making security one of the prime factors of importance in such networks. One of the prime networking requirements is the layered protocol architecture. Although layered architectures in wired networks have performed quite well, their use in wireless networks is still a debatable issue. This is because these networks are generally resource-constrained, and therefore, the concept of cross-layer architectures being used here is becoming quite popular. So cross-layer methodology came into the picture involving more than one layer and exploiting the dependence between protocol layers (Figure 15.1) instead of independent working of layers in layered networks.

Researchers working in the wireless network platform have always tried to use lightweight security schemes that are robust enough to handle the attacks faced by these networks. An IDS is one such area, use of which is gaining fast momentum in sensor networks. An IDS is defined as a system that tries to detect and alert attempted intrusions into a system or a network [2]. Intrusion detection is a set of actions that discover, analyze, and report unauthorized and damaging activities. A block diagram representing a basic IDS [3,4] is shown in Figure 15.2. It can be seen from Figure 15.2 that the IDS receives audit information from the system it is protecting. There are several inputs that include a database containing presently known attacks, the current configuration of the system, and audit information that describe the events as they are happening in the system. When the detector has

![Figure 15.1 Dependencies among the protocol layers.](image)
access to all the required data, it decides which information is important and deduces the possibility of normal actions that can be considered as indications of intrusions. Here, an IDS is used with the aim of detecting any breach in confidentiality and integrity and reduced availability of resources.

Coupled with cross-layer techniques [5], cross layer–based intrusion detection designs in wireless networks are coming up as a promising research area. Cross-layer design techniques are adopted for achieving optimization in network operation involving two or more layers whose parameters can be modified. Cross layering is preferred over a layered technique as it provides efficient routing, reduced energy consumption, and optimal scheduling. Therefore, all these factors make cross layer–based intrusion detection a viable design option for wireless networks from the perspective of securing such networks.

15.1.1 Limitations of Single Layer–Based Intrusion Detection

In the recent past, several new approaches have been proposed for enhancing the security of wireless networks including ad-hoc networks, mobile ad-hoc networks (MANETs), wireless sensor networks (WSNs), vehicular ad-hoc networks (VANETs), wireless local area networks (WLANs), and mobile cloud by use of intrusion detection. In these proposed works, every layer consists of a dedicated intrusion detection technique for detecting intruders. In such a dedicated intrusion detection technique, each layer has several limitations. Here we have examined, similar to [6], the limitations of such current approaches in terms of detecting intrusions in the wireless network.

(a) Likelihood of attack on multiple layers: Wireless networks are subject to adversarial attacks of various natures. These attacks are not targeted at a particular layer. For example, a denial of service (DoS) attack that prohibits channel access to legitimate users can manifest itself in several malicious ways at different layers. So it is quite evident that no single layer solution is adequate for detecting all possible attacks in wireless networks. Hence, it is more convincing that security solutions should span across all layers wherein each layer may contribute in the malicious detection process.

(b) Redundant detection mechanism: Several works have been done on detecting intruders in wireless networks. The proposed detection techniques mainly work on a particular layer for detecting threats associated with that layer. Although detection at every layer can mitigate the attacks and provide better defense, such designs may not be affordable in dynamic and resource-constrained wireless networks. This is because providing a separate detection mechanism at every layer can introduce redundant detection and result in increased power and resource consumption. Instead of independent detections at each layer, joint intrusion detection by different layers might be more effective in detecting attacks.

(c) Lack of adaptive detection: An efficient IDS is evaluated by its accuracy and reliability. In a mobile environment, due to the dynamics of channel and network conditions, detection systems encounter the challenge of distinguishing an attack from network irregularities that occur due to genuine reasons. This results in an increase in false positives rates.
Following a layered approach for detecting intrusions, an actual network anomaly could be misunderstood as an attack of adversarial nature. By forcing layer interactions, intrusion detection systems (IDSs) can obtain information about the network behavior from other layers to make a more informed decision at the detection layer. This reinforces the argument that protocol layers need to interact and exchange parameters for building a robust detection system.

15.1.2 Motivation
Security is a major area of concern in wireless networks due to their high susceptibility and exposure to different types of attacks. It is difficult to handle the security issues in wireless networks because of unreliable wireless links, frequent change in network topology, and an absence of a centralized system. Attacks in wireless networks can take place in more than one layer, and this issue has led to research in the multi-layer security solutions for such networks. A security mechanism designated for one layer cannot protect the other layers. So solutions are needed for providing detection mechanisms in all layers of the network. But these are not feasible to a great extent in resource-constrained wireless networks. Also, independent security solutions at different layers can result in conflicting actions leading to performance degradation. So the need is ensuring joint addressing of security and network reliability in all the protocol layers through cross-layer techniques. Cross-layer security mechanisms have also been found to be effective in protecting the wireless networks from attacks [7]. Also cross-layer security mechanisms perform well as compared to traditional approaches. This can be done through proper interaction and coordination among different protocol layers for developing a robust IDS suitable for wireless networks. Adopting cross-layer intrusion approach facilitates collaborative detection that results in effective fault diagnosis and reduced false alarms [8]. All these have motivated us to take up this chapter.

15.1.3 Chapter Organization
This chapter has been organized as follows: Section 15.2, presents a layer-based classification of wireless network security threats and their defense solutions. Section 15.3 provides some important design requirements that must be supported by an ideal cross layer–based IDS for detecting a significant percentage of intrusions. Section 15.4 addresses the issue of appropriate architectures for cross layer–based IDS and examines various design restrictions and their feasibility in order to build an efficient, reliable IDS. There are certain parameters that interact among the protocol layers for enhancing the detection of malicious intrusions in wireless networks. The impact of such parameters on network security along with the advantages and limitations of cross layer–based IDS are discussed in Section 15.5. Section 15.6 provides existing cross layer–based IDS along with detailed descriptions of wireless networks, including ad-hoc networks, MANETs, WSNs, VANETs, WLANs, and mobile cloud. Section 15.7 deals with performance issues, and Section 15.8 talks about open issues in cross layer–based IDS. Finally, Section 15.9 concludes this chapter.

15.2 Attacks in Wireless Networks and Countermeasures
Wireless networks are vulnerable to security attacks due to the broadcast nature of the transmission medium. They have an additional vulnerability because nodes are often placed in a hostile or dangerous environment where they are not physically protected. For a large-scale wireless network, it is impractical to monitor and protect each individual node from physical or logical attack. Attackers may devise different types of security threats to make the wireless system unstable. Here, in this
section, we present a layer-based classification of wireless network security threats, and based on the capability of the attacker, appropriate defenses are proposed in the literature.

15.2.1 ATTACKS IN PHYSICAL LAYER

An attacker can attack the physical (PHY) layer in the form of getting physical access to the device with the objective of tampering with it. The information from the nodes can also be obtained by the adversary if it is not secured properly, which can be used further for launching different attacks. Some prevalent PHY-layer attacks in wireless networks are the following:

(a) **Jamming**: It is one form of DoS attack [9]. Here, the adversary attempts to disrupt the operation of the network by broadcasting a high-energy signal. This attack can be defended by using spread-spectrum techniques for radio communication.

(b) **Radio interference**: The adversary produces huge interference intermittently or persistently [10]. This can be handled with the use of symmetric key algorithms in which the disclosure of the keys is delayed by some time interval.

(c) **Tampering or destruction**: The attacker physically attacks the nodes for obtaining vital information, such as cryptographic keys, or other data in the nodes. This attack can be defended by tamper-proofing the node’s physical package [11]. Whenever the nodes are accessed physically, they vaporize their memory contents preventing any leakage of information.

15.2.2 ATTACKS IN DATA LINK/MEDIUM ACCESS CONTROL LAYER

Adversaries exploit the exponential back-off feature for launching attacks by sending data continuously in the medium. Also, they may send request to send (RTS)/clear to send (CTS) packets with a large amount of data for unlimited time, resulting in nodes waiting for an indefinite period of time. Attackers can also introduce errors on the medium by means of wireless interference. All these can be defended by limiting the data rates of nodes and also by use of time division multiple access (TDMA) in which a fixed time slot is allocated to every node for transmitting data. Some attacks that take place in the data link layer are given below:

(a) **Continuous channel access (exhaustion)**: In this attack, a malicious node disrupts the network communication by continuously requesting or transmitting over the channel leading to starvation for other nodes in the network with respect to channel access. One countermeasure of such an attack can be rate limiting using admission control mechanisms such that the network can ignore excessive requests, thus preventing the energy drain caused by repeated transmissions [10,11].

(b) **Collision**: This is very much similar to the continuous channel attack. A collision occurs when two nodes attempt to transmit on the same frequency simultaneously. Collisions result in changes in the data portion, causing a checksum mismatch at the receiving end. The packet is then discarded as invalid. A typical defense against collisions is the use of error-correcting code [10,11].

(c) **Unfairness**: This attack takes place on repeated application of exhaustion or collision-based medium access control (MAC) layer attacks or an abusive use of cooperative MAC–layer priority mechanisms. This kind of attack is a partial DoS attack, but results in marginal performance degradation. One major defense mechanism against such attacks is the use of small frames, so that any node occupies the channel for a smaller duration only [10,11].
(d) Interrogation: Here the attacker exhausts a node’s resources by repeatedly sending RTS messages for receiving CTS responses from the targeted node under attack. To put a defense against such type of attacks, a node can limit itself in accepting connections from the same identity or use anti-replay protection and strong MAC–layer authentication [9,12].

15.2.3 Attacks in Network Layer

The attacker in this layer can send a huge amount of packets containing false routes so as to over-flow the neighbors, resulting in routing tables containing fake data. This can be prevented by using packet leashes to the routing packet for restricting its transmission beyond some constraints. Some common attacks of the routing layer are the following:

(a) Sinkhole: In a sinkhole attack, the adversary tries to attract almost all the traffic towards the compromised node, creating a metaphorical sinkhole with the adversary at the center. Geo-routing protocols are known as one of the routing protocol classes that are resistant to sinkhole attacks. This is because the topology in such protocols is constructed using only localized information and traffic is routed through the physical location of the sink or base station, which makes it difficult to attract it anywhere else for creating a sinkhole [13–15].

(b) Hello flood: This attack exploits HELLO packets that are required in many protocols for the purpose of announcements. A node receiving such packets may assume that it is in the radio range of the sender. A laptop-class adversary can send this kind of packet to all nodes in the network so that they believe the compromised node is their neighbor. This causes a large number of nodes sending packets to this imaginary neighbor. Authentication is the key solution to such attacks [13–15].

(c) Node capture: It has been observed that even a single node capture can cause devastating network failure. It can happen if the attacker captures a node and is able to retrieve all the important information required for network operation. Using this information, the adversary disrupts the overall functioning of the network [14,15].

(d) Selective forwarding: In this type of attack, malicious nodes refuse to route certain messages and drop them. If they drop all the packets through them, then it is called a black hole attack. However, if they selectively forward the packets, then it is called selective forwarding. To overcome this, multi-path routing can be used in combination with random selection of paths to a destination [14,15].

(e) Wormhole attack: Here, an adversary tunnels messages received in one part of the network over a low latency link and replays them in another part of the network. This is usually done with the coordination of two adversary nodes in which the nodes try to understand their distance from each other by broadcasting packets along an out-of-bound channel available only to the attacker. To overcome this, the traffic is routed to the base station along a path that is always geographically shortest [14,15].

(f) Spoofed, altered, or replayed routing information: The most direct attack against a routing protocol in any network is to target the routing information itself while it is being exchanged between nodes. An attacker may spoof, alter, or replay routing information in order to disrupt traffic in the network. These disruptions include the creation of routing loops, attracting or repelling network traffic from select nodes, extending and shortening source routes, generating fake error messages, partitioning the network, and increasing end-to-end latency. A countermeasure against spoofing and alteration is to append a message authentication code after the message. Efficient encryption and authentication techniques can also defend spoofing attacks [15].
(g) **Misdirection**: This is a more active attack in which a malicious node present in the routing path can send the packets in the wrong direction through which the destination is unreachable. In place of sending the packets in correct direction, the attacker misdirects those towards one node, and thus this node may be victimized. If it is observed that a node’s network link is getting flooded without any useful information, then the victim node can be scheduled into sleep mode for some time to overcome this [15].

### 15.2.4 Attacks in Transport Layer

The attacks taking place in this layer can be in the form of generation of false acknowledgment with large window size, acknowledging replay attacks, jamming acknowledgments, sequence number alterations, and connection request spoofing. Protocols such as transport layer security (TLS) or secure socket layer (SSL) can be used as the defense mechanisms against such attacks. Some general attacks in this layer are the following:

(a) **Flooding**: An attacker may repeatedly make new connection requests until the resources required by each connection are exhausted or reach a maximum limit. It produces severe resource constraints for legitimate nodes. One proposed solution to this problem is that each connecting client demonstrates its commitment to the connection by solving a puzzle. As a defense against this class of attack, a limit can be put on the number of connections from a particular node [14,15].

(b) **De-synchronization attacks**: In this attack, the adversary repeatedly forges messages to one or both end points, which request transmission of missed frames. Hence, these messages are again transmitted, and if the adversary maintains a proper timing, it can prevent the end points from exchanging any useful information. This will cause a considerable drainage of energy of legitimate nodes in the network in an endless synchronization-recovery protocol. A possible solution to this type of attack is authentication of all packets, including control fields communicated between nodes [14,15].

### 15.2.5 Attacks in Application Layer

This layer faces threats from much malicious software, such as viruses, worms, etc., as well as from insider nodes. Some attacks taking place in this layer are the following:

(a) **Overwhelm attack**: In this attack, the adversary attempts to overwhelm network nodes causing the network to forward large volumes of traffic to the base station. This attack consumes network bandwidth and drains node energy. This attack can be mitigated by carefully tuning sensors so that only the specifically desired stimulus, such as vehicular movement, triggers them as opposed to any movement. Rate-limiting and efficient data-aggregation algorithms can also reduce these attacks’ effects [9].

(b) **Path-based DoS attack**: This involves injecting spurious or replayed packets into the network at leaf nodes. This attack can starve the network of legitimate traffic because it consumes resources on the path to the base station, thus preventing other nodes from sending data to the base station. Combining packet authentication and anti-replay protection prevents these attacks [9].

Various types of attacks on wireless networks at different layers and countermeasures that can be used to protect against these attacks as discussed above are summarized in Table 15.1.
In this section, we have highlighted some important design requirements that any cross layer–based IDS must fulfill. There are two key design requirements for any cross layer–based IDS. They are effectiveness—how to make the cross layer–based IDS classify harmful and benign activity correctly and efficiently—and how to run the cross layer–based IDS in a cost-effective manner as far as possible [5]. To be more specific, these two requirements, in essence, suggest that cross layer–based IDS should detect a substantial percentage of intrusions in the supervised system while keeping the false positive rates [16] at an acceptable level at a lower cost. It is expected that an ideal cross layer–based IDS is likely to support several of the following requirements:

### 15.3.1 Attack Detection Reliability

In order to build a reliable IDS, it is necessary to avoid misclassification of a non-malicious node as a malicious entity in the network. While measuring the efficiency of an IDS, the metric for attack detection reliability has immense impact on the performance of the IDS. In a cross layer–based IDS, attack detection reliability is primarily measured by calculating the false positive rates of the detection system. False positive rate is defined as the ratio of number of false alarms raised by the IDS to the total number of suspicious sources.

### 15.3.2 False Negative Ratio

In an IDS, it is desirable to prevent misclassifying intrusions and minimize false positives. It is also equally essential that the IDS must be capable of detecting any potential attacks accurately in the network. When the system circumvents an attack, it results in false negatives. Let $\zeta$ denote the total intrusion attacks in the network and $\gamma$ be the true positive ratio denoting the number of attacks successfully detected by the IDS. Then the false negatives ratio $\Omega$ is defined as

$$\Omega = \frac{\zeta - \gamma}{\zeta}.$$
15.3.3 Detection Stability
The main challenge towards building a robust cross layer–based IDS is that the system must be consistent and uniform while detecting an intruder. Also, the cross layer–based IDS must act reliably under varying channel conditions and traffic loads. These external factors are primary causes for an increase in false positive ratio in a wireless environment.

15.3.4 Detection Capability
Most of the existing IDS techniques have considered misuse-based detection schemes wherein the IDS successfully detects known attacks using the attack signature patterns. However, in order to detect unknown attacks, anomaly-based intrusion detection schemes are preferred. Anomaly-based intrusion detection schemes detect attacks without use of any attack signatures, leading to higher false positives. The capability of the IDS is thus defined both in terms of the detection technique as well as its capacity to overcome failures.

15.3.5 Traffic Latency
The cross layer–based IDS must ensure that it does not incur any negative impact on the performance of the network due to its presence. Although the presence of cross layer–based IDS may introduce a certain amount of delay in the network traffic, the optimal operating point must be such that one can attain efficient detection with tolerable traffic latency.

15.3.6 Throughput
Throughput is another network performance metric that should be considered while designing cross layer–based IDS. During the intrusion detection process, the IDS must ensure that network capacity is not throttled. Also, the intrusion detection overhead must be kept at minimum possible extent. In distributed mobile environments, node mobility usually results in lower network throughput. Therefore, it is essential for the IDS to take the mobility factor also into consideration. Thus in varying network dynamic situations, a trade-off between performance and detection is essential for demand-driven and adaptive cross layer–based IDS.

15.4 Architecture for Cross Layer–Based IDS
In this section, we have investigated the suitability of cross-layer architectures for IDS in wireless networks. As we are aware that cross-layer designs typically combine or extract information from two or more layers of the protocol stack, therefore, for creating a system, information can be shared either between adjacent layers or non-adjacent layers. Although there is no standard cross-layer architecture for intrusion detection, mostly the cross-layer detections are realized through direct interaction between the layers or through a structured method using a shared database [5]. In [8], authors have developed two generalized architectures for cross-layer IDS: One is based on direct per-layer interaction, and another is based on a shared database. Each of the developed architectures has merits and demerits. However, both the architectures yielded higher detection accuracy. We have described each of the architectures for cross-layer IDS along with their strengths and weaknesses in this section.

15.4.1 Direct Per-layer Interaction-Based Architecture
The design goal of direct per-layer interaction-based architecture is to improve malicious detection and better evaluation of malicious activity in the network. In this type of cross-layer IDS
architecture, information is exchanged directly between two adjacent or non-adjacent layers of the protocol stack such that the layer adaptations result in improved end-to-end network performance. A schematic overview of the direct per-layer interaction-based architecture is given in Figure 15.3.

To achieve the design goal, every layer in the network protocol stack collects audit data by actively monitoring the channel. Whenever an anomaly is detected in a particular layer using its audit data information, it triggers or initiates detection at another layer. Such probe-based or event-based detection helps in confirming the malicious behavior of a node. For instance, a malicious packet drop in a network can be observed and detected through promiscuous network monitoring watchdog schemes. However, in wireless networks, packet drops can also occur due to poor channel quality, link contention, or network congestion. Hence, apart from relying on the network statistics from an individual layer, anyone can confirm the presence of this attack using the knowledge of current channel conditions from the lower layers.

Using such direct exchange of information between layers, IDS can detect intrusions with a higher confidence level. In [17], through simulation it has been shown that the designed architecture for cross-layer--based IDS has improved the accuracy of intrusion detection. Also, it has been shown that the design architecture lowers the false positives. Although direct per layer--based architecture for cross-layer IDS has shown promising results in terms of detection efficiency, still there are certain shortcomings associated with these designs in terms of overall system optimizations. The architectural limitations of this design have been elaborated below.

(a) **Influences of detection protocol:** Direct interactions between the protocol layers in a cross-layer system might sometimes result in unintentional network consequences. For example, if the congestion information is used by the detection protocol in other layers to confirm malicious behavior, it leads to improved detection. But if a cross-layer network optimization design exists that chooses network routes according to the congested state of the network, then the exchange of detection information might lead to adverse routing protocol consequences.

The information passed through the network layer influences the routing protocols to choose less congested paths. Those chosen paths may either consist of longer hops or a higher percentage of malicious nodes. Therefore, the chosen paths have negative impact on the overall network performance.

(b) **Internal overhead:** Because the local intrusion detection mechanisms do not involve communication within a network, so it is free from any external overhead. However, communication among the layers through internal packets results in internal overhead of a node. The size of the overhead is proportional to the size of the audit data information collected through the internal packets. Availability of more information for sharing between the
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**FIGURE 15.3** Direct per-layer interaction-based architecture for cross-layer IDS.
layers means efficient IDS with fewer detection errors but with high internal overhead. Thus, there exists a trade-off between obtaining lower false alarms at the cost of internal overhead.

(c) **Stability**: Another weakness of the direct per-layer interaction-based architecture is that it might result in system instability. Because detection information may be relayed back and forth among the layers, it may cause unnecessary loops in the system. Therefore, care should be taken to avoid such loops while adopting cross layer–based schemes.

(d) **Modularity**: Another disadvantage of detection using direct cross-layer designs is the loss of modularity in the protocol stack. Because detection approaches at different layers are no longer functionally independent, they impact each other and significantly affect the network optimizations. It is important to account for this architectural design weakness for developing robust cross-layer IDS in wireless networks.

Through appropriate modifications and enhancements in the developed framework and addressing the above limitations of cross layer–based designs, one can build stronger and successful architectures for cross layer–based IDS in wireless networks.

### 15.4.2 **Shared Database-Based Architecture**

This generalized architecture for cross-layer IDS is based on the shared database. In this architecture every layer of the protocol stack interacts with a common shared IDS server as shown in Figure 15.4. An interface, i.e., audit data collection module, is provided between the network elements at different layers and the cross-layer detection unit. An audit data collection module collects network information, intrusion alerts, and other such events from different layers at the IDS database for detecting network intrusion. Finally, the information collected from the various layers is correlated for obtaining accurate detection mechanisms.

The shared database-based architecture for cross-layer IDS is simpler and easier to manage due to significant difference between the protocol layers. The database unit possesses a local and global view of the network. An intelligent optimizing unit in the detection system ensures that the detection scheme can counter and adjust according to the varying threat levels in the network. This type of architecture is, in general, preferred to direct layer interactions, and it is free from the limitations associated with the direct per-layer interaction-based architecture. The reasons are as follows:

(a) **Modularity**: In the structural design of shared IDS, protocol interactions occur through a well-defined interface with a common database system. This ensures that the modularity of the network protocol stack is preserved to a certain extent. Instead of exposing the
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information across all layers, only the minimum necessary information is shared. Interface to the database thus enables parallel and independent evolution of the layers. As the protocol influences among the layers are kept at minimum, it improves the system efficiency.

(b) Stability: Because the layers of the protocol stack do not communicate directly with each other, and each layer interacts with a shared database, the system facilitates a controlled information transfer. As the database is responsible for coordinating detection information gathered across the layers, there is minimum possibility of loops created among the layers. This adds stability to the network.

(c) Implementation complexity: The shared database-based architecture has significant overhead in terms of updating parameter information obtained from all layers. However, compared to the direct per-layer interaction-based architecture, it has a lower implementation cost. It is because every layer in direct per-layer interaction-based architecture performs monitoring and triggering the network for intrusions. The shared database-based architecture, on the other hand, obtains the state information from the layers and triggers detection on a need basis.

An outline of the differences between the two cross-layer IDS architectures are given in Table 15.2. It can be concluded from Table 15.2 that the shared database-based architecture performs better in terms of higher system stability and lower implementation complexity. Although both the architectures provide good performances in terms of improving the detection accuracy, still there are significant differences in overall system optimization. Therefore, based on the requirements, one must select the appropriate cross-layer design for an IDS.

15.5  CONSTRAINTS AND CHALLENGES FOR CROSS LAYER–BASED IDS DESIGN

Cross-layer designs typically combine or extract information from two or more layers of the protocol stack [8]. Cross-layer integration enables us to analyze the attack scenario in its entirety, and as a result, better performance in terms of both higher true positive and lower false positive rates [16] is achieved. The selection of correct combination of layers in the design of cross-layer IDS is very critical for detecting attacks targeted at or sourced from any layers rapidly. In this section, we describe major constraints and challenging parameters along with the advantages and limitations for cross layer–based IDS design.

15.5.1  PARAMETERS FOR CROSS LAYER–BASED IDS

Recent literature reveals a growing interest in exploring the cross-layer architecture and its rich parameter interactions among the protocol layers in wireless networks [6]. Although several

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Direct Per-Layer Interaction</th>
<th>Shared Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection efficiency</td>
<td>Detection rate High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>False positive Very low</td>
<td>Low</td>
</tr>
<tr>
<td>Modularity</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Stability</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Protocol complexity</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Implementation complexity</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Resource consumption</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>
optimization opportunities are presented through layer interactions in varying network domains, the impact of such parameter exchanges on network security has not been analyzed. In this section, similar to [6], we explore some of the parameters that need to be considered while designing an efficient cross layer–based IDS in a distributed wireless network.

15.5.1.1 Channel Conditions
The wireless link between nodes in a mobile distributed network is susceptible to malicious attacks, such as eavesdropping, interference, and jamming. But these links are also vulnerable to wireless channel errors due to noise, fading, non-malicious interference, and poor link quality. Nodes may also malfunction resulting in network abnormalities. Due to such volatile characteristics, the wireless network performance may degrade to a significant extent. In such scenarios, the conventional IDSs may not be effective as they tend to overlook such genuine irregularities and misjudge the network behavior as a malicious attack.

In an effort toward building an efficient detection system, the current information about channel status may be beneficial in making the right decision. Typically, because lower layers can easily obtain the information about channel status, detection procedure at higher layers may utilize such data periodically from the lower PHY and MAC layers. Intrusion detection systems are bound to gain detection accuracy through such layer communications.

15.5.1.2 Carrier Sensing Time
At the PHY layer of the protocol stack, physical carrier sensing is used for determining the busy or idle state of a channel. This metric can be useful in estimating the channel utilization, defined as the amount of time the channel remains busy or idle around a node. When an attack, such as jamming, occurs, a measure of channel utilization from lower layers may indicate the occurrence of jamming in the channel. Navigation attacks at the MAC layer manipulate the network allocation vector field of a node, resulting in misuse and wastage of channel bandwidth. In such cases, periodic monitoring of channel utilization may be useful in detecting an idle channel for longer durations. Thus, exchange of information about physical carrier sensing time may assist in the detection process.

15.5.1.3 Channel Contention
Channel contention at the MAC layer measures the number of nodes contending for channel access. Collision occurs when more than one node attempts to reserve a channel for its use. Channel contention can be measured by monitoring the transmission in a wireless channel and the inter-frame spacing intervals. Knowledge of node positions in a radio range is also useful for determining the level of contention. When there are fewer nodes contending for the channel, if frequent collisions occur, an inconsistency in the network is observed. The real-time information about the channel contention status can thus facilitate collision detection at a node.

15.5.1.4 Retransmission Count
At the MAC layer of the protocol stack, control and data packets that are not acknowledged are retransmitted until a predefined retransmission threshold. The retransmission count is a useful metric that can be exchanged among the layers. This count is a MAC layer measure of the node’s attempt of transmitting a packet to its next hop node. Detection of network layer attacks, such as packet drop, can be made more effective by obtaining the statistics of packet drop at the MAC layer. This information may also help in reducing frequent route updates at the network layer.

15.5.1.5 Congestion Level
Jamming and collision attacks occur in wireless networks due to simultaneous transmission of more than one node in a given radio range. However, often, a congested network with high traffic intensity might be the cause of packet collisions in the network. Network congestion level is a valuable measure of exchange between layers for understanding the erratic network behavior. This information
may also help in eliminating any false conclusions about the network behavior, thus reducing false positive rates.

15.5.1.6 Power Consumption

Because mobile networks may be made of devices that are typically battery powered, power consumption is an important factor for consideration while designing network architectures. In order to conserve energy at critical conditions, certain nodes may demonstrate perceived selfish behavior, such as dropping forwarding packets. Few nodes may also appear to misbehave by not participating in routing process due to resource constraints. Detection at the network layer for packet drop attacks might incorrectly conclude such nodes as malicious and is harmful for the network. Accounting for a node’s power statistics will substantially increase detection performance.

15.5.2 Advantages of Cross Layer–Based IDS

Cross-layer designs usually combine or extract information from two or more layers of the protocol stack. Information is shared either between adjacent layers or non-adjacent layers to create a system with an ease of adaptability. Existing literature reveals that cross-layer based IDS design leads to several advantages, and they are as follows:

- Several existing single layer–based IDSs have ensured mitigation of attacks and provided better defense against intruders. But such single layer–based IDSs may not be affordable in dynamic and resource-constrained wireless networks. This is because providing a separate detection mechanism at every layer can introduce redundant detection and result in increased power and resource consumption. Instead of independent detections at each layer, cross layer–based intrusion detection by different layers might be more effective in detecting attacks.
- In a mobile environment, due to the dynamics of channel and network conditions, an IDS faces the major challenge of distinguishing an attack from network irregularities. In presence of network irregularities, the false positive rates of the IDS increases. Following a single layered approach for detecting intrusions, an actual network anomaly could be misconstrued as an attack of an adversarial nature. By forcing cross-layer interactions, IDSs could obtain the information about the network behavior from other layers to make a more informed decision at the detection layer. Therefore, using this cross-layer interaction ultimately helps to build a robust as well as accurate and reliable IDS.
- The use of cross layer–based IDS for intrusion or malicious behavior detection has ensured improved probability of intrusion detection and maximized the detection accuracy.
- The use of cross layer–based IDS has also ensured performance optimization in terms of bandwidth, energy, and other resources.

15.5.3 Limitations of Cross Layer–Based IDS

Cross-layer methodologies are prone to certain boundaries and limitations according to the nature of their designs. It is possible that providing interfaces between the layers might sometimes lead to conflicting results in the network performance. In this section, we examine these limitations involved in adopting cross-layer design techniques.

(a) Loss of modularity: The success of the Internet today is primarily attributed to its open systems interconnection (OSI) protocol stack architecture. This layered architecture provides the abstraction and modularity to independently design protocols. With cross-layer
interactions, however, the layering structure is broken, and the network design becomes complicated. Researchers lose the flexibility and capability of designing a particular protocol layer without impacting other layers.

(b) Interactions and unintended consequences: Cross-layer couplings enable information sharing and assist in network optimization. Creation of such interdependencies across protocol layers may inadvertently cause performance losses. For instance, an implementation change in the MAC protocol at the lower layer may affect the performance of a routing protocol at the network layer by creating paths with longer hops and delays. It is hence important for the designers to account for these layer interactions.

(c) Adaptation loops: Another significant challenge with information transfer between higher and lower layers is the potential creation of adaptation loops in the system. When an uncontrolled interaction occurs, each layer may become dependent on information from another layer leading to loops and causing system instability.

(d) Chaos of unbridled cross-layer designs: Because there are no independent layer modules in a cross-layer architecture, their implementation using network tools is a big challenge. Designers fear a software implementation of the cross-layer design might result in unstructured spaghetti-like code [7].

15.6 State-of-the-Art Cross Layer–Based IDS

Cross layer-based intrusion detection techniques have been used in wireless networks in recent years. This section explores the use of intrusion detection in cross-layer by wireless networks including ad-hoc networks, MANETs, WSNs, VANETs, WLANs, and the mobile cloud. First the cross-layer exploiting IDS in ad-hoc networks and MANETs are described followed by their use in sensor networks, VANETs, WLANs, and the mobile cloud. Very limited work has been done on intrusion detection in cross layers for WSNs, VANETs, WLANs, and the mobile cloud. We have tried our level best to compile all the existing works on IDS–based cross-layering techniques in WSNs, VANETs, WLANs, and the mobile cloud.

15.6.1 Cross Layer–Based IDS in Wireless Networks

In this section, a brief description of each of the existing works in cross layer-based intrusion detection technique for wireless networks are presented.

Singh et al. [18] have proposed a cross layer–based intrusion detection technique for wireless networks. In the proposed technique, received signal strength (RSS) has been used for creating a dynamic profile for the communicating nodes. Along with RSS, authors have measured the time taken for the RTS–CTS handshake at the server for reliable passive attack (e.g., session hijacking attack) detection. Next, using these two parameters, i.e., RSS and time taken for the RTS–CTS handshake, authors have computed a combined weight value. Now, if the computed combined weight value is greater than a pre-computed threshold value, then those nodes are considered as attackers. Finally, through simulation, authors have shown that by adjusting the pre-computed threshold value and the weight constants, it is possible to reduce the false positive rate significantly. Also, they have shown that the proposed cross layer–based IDS attains a low misdetection ratio and false positive rate while increasing the packet delivery ratio.

Bansal et al. [19] have proposed a cross layer–based IDS architecture for wireless networks, especially for wireless mesh networks. The proposed architecture consists of two levels of intrusion detection as shown in Figure 15.5. First level intrusion detection monitors intrusions in a particular layer and shares the monitored information with other layers. Second level intrusion detection detects numerous intrusions in a layer using information collected from the first level. Finally, to confirm about the malicious nodes, the information obtained from various layers of the protocol stack are
combined and analyzed. As the information is collected from different layers for detecting intrusion, therefore, the proposed architecture provides more accurate detection. Authors have claimed that their proposed cross layer–based IDS is efficient in detecting multi-layer internal attacks. Also the proposed cross layer–based IDS can detect low-intensity attacks and attack-switching behavior.

Chiang and Hu [20] have proposed a cross layer–based jamming detection system for wireless broadcast networks. The proposed system initially works by building an asymmetric system using a spread-spectrum technique. To be more specific, authors have used fast frequency hopping code division multiple access (FFH-CDMA) as a spread-spectrum technique for building an asymmetric system. The use of the FFH-CDMA technique is to divide the entire spectrum into a number of frequency bands, and each user is assigned a frequency hopping pattern. The user remains on any frequency band for one time slot, the duration of which is much shorter than the time it takes to send one bit, and changes frequencies according to its frequency hopping pattern. Based on this concept, each transmitter builds a balanced binary tree of randomly generated hopping patterns. The transmitter associates each legitimate receiver with a unique leaf in this binary tree and gives this receiver the hopping patterns corresponding to that leaf and all ancestors of that leaf in the tree. If there is no jamming in the network, a transmitter transmits the hopping pattern corresponding to the root of the tree, and it only can be decoded by a legitimate receiver. Now, if any jamming occurs on some hopping pattern, the transmitter removes those hopping patterns and adds hopping patterns corresponding to its two children. Here, in the proposed system, each receiver cooperates with the transmitter to detect any jamming in the network. Authors have claimed that the proposed system mitigates the jamming attack while allowing the transmitter to transmit on fewer codes than the number of users. Finally, through simulation, they have shown significant improvement of the proposed technique over naively transmitting on a single shared code for mitigating the jamming attack.

In another work [21], Chiang and Hu have proposed a cross layer–based jamming attack detection and mitigation system for wireless broadcast networks. The proposed system uses spread-spectrum as a part of modulation technique. To be more specific, fast-frequency-hopping code division multiple access (FFH-CDMA) and the direct-sequence code division multiple access (DS-CDMA) are used as a spread-spectrum technique for securing the communication. In the spread-spectrum technique, each user is assigned with a different set of spreading codes, and it changes over time. Now, in order to secure the spreading codes, authors have used a code tree scheme, which is similar to the binary key tree. In the initial phase of the proposed scheme, a transmitter transmits to all receivers
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on a single spreading code; specifically, it chooses the spreading code corresponding to the root of the tree. Transmissions on this spreading code can be decoded by any legitimate receiver if the code is not jammed. In order to ensure that every receiver can decode a packet while minimizing the number of spreading codes simultaneously used, the transmitter needs to transmit on a set of spreading codes such that any user can decode using exactly one spreading code in the set. To receive a message, each receiver simply decodes the signal using all the codes that it knows. Now, if any jamming occurs on some hopping pattern, the transmitter removes those hopping patterns and adds hopping patterns corresponding to its two children. Authors have shown that any system that relies on only using spreading code and no other physical factors to mitigate jamming must use at least \((j + 1)\) codes, where \(j\) is the number of jammers. Finally, authors have developed a technique called tree remerging to optimize the keying scheme so that a transmitter can group benign receivers together and let that group share one spreading code. To support the theoretical results, simulation has been performed and results shows that jamming can be effectively mitigated in a broadcast wireless system by the proposed system.

Kyriakopoulos et al. [22] have proposed a cross layer–based intrusion detection method for detecting a man-in-the-middle (MitM) attack in wireless networks. In the proposed method, authors have fused knowledge collected from multiple layers for making ultimate decisions about the attack. Authors have identified a number of metrics, e.g., received signal strength indication (RSSI), the transmission rate (or injection rate), and the time to live value (TTL), for improving the belief of whether an attack takes place or not. The beliefs from different metrics are fused with the Dempster-Shafer (D-S) technique with the ultimate goal of limiting false alarms. Finally, authors have performed testbed experiments and shown that cross-layer techniques and data fusion perform more efficiently in a variety of situations compared to conventional methods. Also the results show that the proposed cross layer–based intrusion detection method outperforms in terms of efficiency and accuracy than the single layer–based methods.

15.6.2 CROSS LAYER–BASED IDS IN AD HOC NETWORKS AND MANETS

A brief description of each of the existing works in ad-hoc networks and MANETs cross layer-based intrusion detection methods are given below.

In [23], Thamilarasu et al. have presented a decentralized IDS in cross layers for ad hoc networks. The IDS–based cross-layering mechanism is used for detecting the jamming attack in the network. The design incorporates mechanisms for differentiating the malicious jamming attack from actual network failures. The scheme has been implemented in two phases: phase I and phase II. Channel monitoring is performed at the MAC layer for detecting jamming in both the PHY and MAC layers. Detection of the attack is performed in phase I. If detection is confirmed in phase I, phase II detection is triggered using a cross-layer design technique for obtaining network congestion. This helps in distinguishing between an actual attack and normal network congestion. The IDS–based cross-layer design has been validated through simulation for showing the effectiveness of the model. Simulation results have proved that this scheme performs well with respect to accuracy of detection and lowering false positives.

Thamilarasu and Sridhar [24] have developed a scheme for detecting and mitigating DoS attacks, such as collision and packet drop attacks. A cross layer–based IDS referred to as CIDS is proposed by the authors for identifying the malicious nodes. A host-based IDS is considered that is present in every host and is responsible for monitoring its neighborhood for detection of any abnormalities. A cross-layer design framework is adopted that exchanges the detection information across the layers and triggers multiple levels of detection. This helps the IDS in making a more informed decision about the intrusion in the network. The reasons behind considering cross-layer design are to detect intrusion at multiple levels of the protocol layers and to exploit the information, such as energy and congestion, from one layer for accurate detection of intrusion in another layer. An intrusion detection mechanism is activated by triggering detection across the protocol layers. Two levels
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of intrusion detection are present here: level 1 detection and level 2 detection. Level-1 detection information is obtained from detecting DoS attacks in one layer and sharing that information with another layer. Level 2 detection is done by using information from other layers for multiple attack detection in one layer. Accuracy of detection is increased using this scheme as multiple detections are used. The rate of false positives is also lowered as the cross-layering design uses the knowledge of the network and node conditions for determining the misbehavior of any node.

Liu et al. in [25] have proposed a node-based IDS in cross layers for ad hoc networks. Information from the MAC and network layers is considered for creating a profile containing the normal behavior of normal nodes. For anomaly detection, a rule-based data mining technique is adapted. The IDS is effective in detecting any attack and localizes the attack zone within one perimeter. The IDS designed consists of four components: data collection module, profile module, detection module, and decision module. The data collection module is responsible for collecting the network activities within a network. The profile module has two subsystems: a pre-processor and a profiler. In the pre-processor, audit data is transformed for the profiling process. In the profiler, a rule-based data mining technique is employed along with a priori algorithm that is used for finding the association rules from audit data. In the detection module, anomaly detection is used for detecting any deviation from normal working. The test data profiles are compared with the expected normal profiles. A threshold level is considered, and if any testing result is below the threshold, it is considered as an anomaly. The false positive rate is reduced through the decision module of the IDS in which the intelligence gathered from neighbor nodes is used for making a collective decision and from a Bayesian network for evaluating multiple attack sources. The decision module also performs the task of triggering an alert, which is, at first, a local alert followed by a global alert used for warning the neighboring nodes. This work focuses on traffic-related attacks, such as resource consumption, flooding, deprivation attacks, and black hole attacks. Simulation results show the effectiveness of this work in detection of such attacks with low false positive rates.

Similar to the previous related work, in this work [26], Shrestha et al. have proposed a cross layer–based intrusion detection mechanism for identifying the malicious nodes in MANETs and various DoS attacks using the information available from the different protocol layers for better detection accuracy. The proposed cross layer–based IDS architecture is shown in Figure 15.6. Cooperative anomaly intrusion detection along with data mining techniques have been used here. The benefit of using a data mining technique improves the overall efficiency and effectiveness of the nodes. The clustering algorithm for this scheme uses fixed width clustering for detection efficiency. Also, the IDS employs a cross-layering technique for proper interaction between the network layers. An association module has been used for associating the OSI protocol stack and IDS module so as
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to lessen the overhead during data collection. The routing protocol and MAC protocol layers are chosen for detection of routing attacks. Clustering-based intrusion detection is adopted here as it is capable of detecting new attacks. Simulation has been performed using the OPNET simulator, and results prove the efficacy of this scheme.

In this paper [27], authors have proposed an IDS for detecting malicious packet dropping behavior in MANETs. Here, mobility aspects are considered using a heuristic that takes into consideration the forwarding process operation at the nodes. Also, using this heuristic approach, a significant improvement of the system's detection performance is achieved as false positive rates are low. The heuristic uses fundamental features of the network and MAC layers and is responsible for detecting malicious dropping actions against those resulting from legitimate movement of nodes. In this work, the ad hoc on demand distance vector (AODV) routing protocol is considered. Every node keeps track of its neighbor nodes (those with which it can communicate directly) by listening to HELLO messages broadcast at regular intervals by each node. The effectiveness of the proposed cross layer-based IDS is evaluated using two parameters: true positive rate and false positive rate.

In [28], the authors have proposed a cross layer–based IDS with an objective of detecting DoS attacks in ad hoc networks. The authors mainly focus on DoS attacks that propagate from MAC to routing layer resulting in disruption of important routes. They have presented many traffic patterns that can be followed by the attacker node for launching DoS attacks. The attacks considered are those that follow low rate traffic patterns. The attack detection is done using extended finite state machines (EFSM), and the IDS used has the capability of generating traffic patterns and checking the validity of communication patterns.

Authors in [29] have focused their work primarily on studying the feasibility of routing attack detection in MANETs using different IDS schemes. Also, they have studied the possibility of cross-layer IDS in MANETs for overcoming the problem faced by such networks with respect to minimal infrastructure, security threats, etc. The results of both cross-layer IDS and single-layer IDS were compared, and cross-layer IDS was found to perform much better than single-layer IDS. The cross-layer IDS architecture used in this work is decentralized in nature. The routing protocol used here is the optimum link-state routing (OLSR) protocol. Two types of attacks prevalent in such networks, namely sinking and spoofing, are detected in this work using the linear discriminant analysis (LDA) [30] classification technique.

In [31], the authors proposed an autonomous host-based IDS for detecting malicious behavior by the sink in cross-layer architecture. The reason for choosing cross-layer architecture is for maximizing the detection accuracy. A learning approach and adaptation to new attacks in the network are considered here. Support vector machine (SVM) and Fisher discriminant analysis (FDA) are used in a combined manner for achieving better accuracy of SVM and speed of FDA. The proposed IDS preprocesses the training data for reducing the computational overhead incurred by SVM. A number of features in the training data are also reduced using predefined association functions. The data reduction techniques employed here have made it possible for SVM to be implementable in ad hoc networks. Several experiments were performed considering different network conditions and the behavior of malicious nodes using metrics, such as mobility, traffic density, etc. Based on the experimental results, it can be inferred that this scheme outperforms other existing cross-layer IDS schemes.

15.6.3 Cross Layer–Based IDS in WSNs

Recently, a number of solutions for detecting intrusion have been proposed specifically for WSNs. Most of these intrusion detection solutions are concerned with attacks on one protocol layer. Such single-layered intrusion detection mechanisms are inadequate in providing security for WSNs, so cross layer–based intrusion detection mechanisms are needed to improve the security performance. In this section, we have described state-of-the art cross layer–based IDSs developed by various authors in WSNs.
Hortos [32] has proposed a cross layer–based IDS for detecting various intrusion attacks in WSNs. Here, security attributes are set up initially. Quantified trust levels at and among nodes are obtained by collecting data during network operation based on certain metrics, e.g., energy usage, reliability, route availability, and end-to-end quality-of-service. Next, statistical pattern recognition algorithms, which provide best network global performance, are applied on the data collected during network operation. In the proposed cross layer–based IDS, a set of mobile (software) agents are distributed among the nodes, which execute statistical pattern recognition algorithms by moving among the layers. The benefits of using mobile agents are that they significantly reduce communication overhead formed due to security mechanisms and the latency in network response. Also, the use of a mobile agent increases the fault tolerance in the network against intrusion. Because the mobile agents can behave like an ant colony, therefore, the author has considered that mobile agents perform ant colony optimization routines and other evolutionary algorithms on the data collected during network operation for detecting and responding to denial-of-service attacks. Finally, simulation has been performed for validating the proposed cross layer–based IDS and to show that it successfully detects few intrusion attacks, including black hole, flooding, and Sybil attacks.

In another work, Hortos [33] has proposed a cross layer–based distributed intrusion detection and identification system for WSNs. Within the proposed system, swarm intelligence and unsupervised and supervised algorithms have been developed for providing the capability of processing large amounts of observed data to detect and recognize various intrusion attacks. The proposed system uses a two-stage processing procedure as shown in Figure 15.7 for detecting intrusion and identifying attack types. In the first stage, a model is built using an unsupervised clustering algorithm. This is done for detecting anomalies using a feature set formed from key parameters from the layers including PHY layer, MAC layer, network layer, transport layer, presentation layer, and application layer. In the second stage, supervised learning is applied on the detected results from the first stage for determining the intrusion type. As supervised learning is similar to traditional supervised classification approaches in which, in addition to patterns of normal behavior, profiles of known intrusion attacks are available for a priori training data, therefore, it can easily determine the intrusion type. In order to minimize movement of large amounts of audit-log data and locate routines closer to that data, the author has used a set of mobile software agents. Performance of the proposed two-stage cross layer–based IDS is evaluated through simulation considering black hole, flooding, and Sybil attacks. Results shows that the proposed two-stage cross layer–based IDS is more robust over the existing single-layer IDS.

In both of the above systems [32,33], the author has ensured a minimized communication overhead, but still there is significant computational overhead. Computational overhead can be reduced by using cooperative intrusion detection techniques.
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In [34], Hortos has proposed a cross layer–based intrusion detection approach for WSNs by combining multiple bio-inspired or evolutionary computational methods. The author has initially studied several bio-inspired or evolutionary computational methods for the functions of a single protocol layer in WSNs. For example, swarm intelligence in the form of ant colony optimization (ACO) has been used for detecting intrusions in the network layer while genetic algorithms (GAs) have been used for detecting an intrusion in the PHY layer. Similarly, anti-phase synchronization has been used for detecting intrusion in the MAC layer while artificial immune systems (AISs) have been considered for detecting intrusion in the application and presentation layers. Based on the outcomes of the studies, the author has proposed a cross layer–based intrusion detection scheme embedding GAs, anti-phase synchronization, ACO, and a trust model based on quantized data reputation at the PHY, MAC, network, and application layers, respectively. Finally, through simulation, it has been shown that the synergies among the bio-inspired or evolutionary methods of the proposed cross layer–based intrusion detection technique improve the overall performance of detecting intrusion in WSNs over that of a single computational method.

Boubiche and Bilami [35] use the concept of cross-layer interaction for detecting different types of attacks on several layers of the OSI model for WSNs. Here the MAC layer uses the cross-layer information from the network and PHY layers for detecting possible intrusions. Once intrusion is detected, actions such as dropping a packet, flagging a neighbor, etc., can be taken. This topology divides the network into several clusters and selects as the cluster head (CH) node that which has the greatest energy reserves in the cluster. The basic idea of this IDS is to detect intruders when they attempt to communicate with the network nodes. After receiving RTS packets of the intruder nodes by the targeted node, the detection system checks if it is one of the neighbors in the routing path (by consulting the routing table at the network layer). In addition, the authenticity of the intruder node will be checked by measuring the RSSI of the received packet (at the PHY layer). By using the routing information at the MAC layer, each sensor node can previously know the source of packets that will be received. Thus, any node trying to communicate (receive RTS or CTS packet) with the sensor nodes is immediately detected as an intruder if it is not included in the routing path. All network nodes can detect the intruders and the probability of detection augments gradually with the expansion of the number of attacked nodes and the decreasing of the collusion amount. Authors have proposed an agent-based cross-layer architecture, i.e., a cross-layer intrusion detection agent (CLIDA) as shown in Figure 15.8. The CLIDA agent is the entity through which the layers and applications communicate. It includes essentially two parts: the interaction interface and the cross-layer data module. The interaction interface facilitates the contact between the layers and application on one hand and the CLIDA agent on the other hand. The interaction interface takes as its main objective the management of sub-interfaces that provide access to the layers. Each sub-interface describes methods for reading and writing to facilitate the manipulation of parameters of the corresponding protocol. Via these methods is made the collection and/or updating data (e.g., the value of the calculated RSSI, routing tables, etc.).
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The cross-layer data module represents data in a special way to make them quickly accessible by all layer protocols. Data provided by this module are the basis for any cross-layer adaptation and optimization. The module is also responsible for maintaining up-to-date data through cross-layer interaction interfaces.

In [36], Hortos has proposed a two-stage cross-layer intrusion detection identification technique for WSNs. The proposed technique considers a two-stage processing procedure in order to detect intruders similar to [33]. However, in the present work, the author has considered a different set of bio-inspired algorithms in each stage compared to the previous work. In the first stage, a bio-inspired, cross-layer neural-network (NN) algorithm is developed, based on the bio-inspired routines used at the PHY, MAC, network, and application/presentation layers. The second stage is based on reputation-based versions of a SVM and a K nearest neighbor (KNN) routine. Similar to [33], here also the algorithm is implemented via a system of mobile software agents. Through quantitative analysis, authors have shown that the proposed two-stage cross-layer intrusion detection identification technique can reduce complexity, distribute storage utilization, and respond robustly to a variability in sensor data compared to the previous work [33].

15.6.4 Cross Layer–Based Security Techniques in VANETs

After exploring the security techniques proposed in VANETs to our best possible extent, we came across a very limited number of papers that deal with cross layer–based IDS for providing security. For this reason, we were bound to include papers dealing with either cross-layer security mechanisms or solely IDS techniques in VANETs in this section.

Leinmüller et al. [37] have presented a modular cross-layer intrusion detection approach for enhancing security in VANETs. This scheme uses context information from systems, such as global positioning system (GPS), radar, or sensors, to evaluate the plausibility of information received via the network. The main issue is combining events on different layers and from different entities for detecting intrusion. In every node, different modules are responsible for collecting audit data on different layers. A local decision module continuously receives audit data. After that, it analyzes them with the aid of additional information, available from other non-network devices, such as GPS, sensors, and radar. Besides the central decision module, the different modules are a monitoring module for the network and routing layer, a context information module, an application evaluation module, an action module, and a module for communication with IDSs on other nodes. The monitoring module is responsible for collecting data on communication within the node’s communication range. The current neighboring nodes’ position data can be verified by active probing messages or GPS and sensor data from the context information module in order to help to identify abnormal or malicious node behavior. On the application layer, the received warning messages are first evaluated by the application evaluation module, which uses knowledge from applications in combination with sensor data provided by the context information module. This approach is neither purely based on anomaly-based detection nor on signature-based detection. The scheme has been effective in detecting the intrusions occurring in the network.

Singh and Sharma [38] have introduced a technique using an IDS for detecting wormhole attacks in VANETs. This is done by implementing a modular cross-layer IDS. There are various modules that are used for collecting audit data in different layers. A local decision module and a central decision module are used for detection purposes. In the application layer, the received warning messages are first evaluated by the application evaluation module, which uses knowledge from applications in combination with sensor data provided by the context information module. The effectiveness of the IDS is tested by simulation using true positive and true negative values.

Biswas and Misic [39] have proposed a cross-layer approach for anonymous authentication and verification for WAVE-based VANETs. It provides vehicular message authentication as well as an efficient prioritized verification strategy for periodic road safety messages. The main objective of
this work is preserving the privacy of messages as well as conditional authentication for signing and verifying vehicular safety application messages. A variant of enhanced distributed channel access (EDCA) is developed for this purpose. The probability of successful delivery of message broadcasts is dependent on two factors: WAVE’s EDCA traffic class and traffic load. This enables the receiver for scaling the message verification rates. If traffic is dense, message verification is done by chronologically ordering them according to their relevance. As this approach is an identity-based signature approach, the common geographical area information of signing vehicles is taken as the signer’s identity. Also a cross-layer message verification scheme verifies messages based on their MAC traffic class and traffic intensity so that it can be ensured that during rush hour congestion important messages are not overlooked by the verifier. Security analysis and performance evaluation of this scheme justifies the authentication and verification approach used in WAVE-enabled vehicular communication.

15.6.5 CROSS LAYER–BASED SECURITY TECHNIQUES IN WLANs

Similar to the reason cited in Section 15.6.4, in this section, also we have described security-related works in WLANs related to either cross layer, intrusion detection, or both.

Gill et al. [40] have proposed an approach for constructing an IDS for infrastructure WLANs using a specification-based approach. The proposed IDS implements both attack detection and policy compliance monitoring. The benefit of using a specification-based approach, unlike observing and learning correct behavior during a training phase, represent a promising direction for improving the utility of anomaly-based IDSs and reducing their false positive or false negative rate. The specification used by the system comprises a state transition model and set of constraints. The correct model of behavior used by the proposed IDS is formed from a specification that is derived by combining a model of the underlying protocol state machines with the constraints imposed by the security policy of the system. Authors have evaluated the accuracy and sensitivity of the proposed IDS and shown that the IDS is capable of passively detecting all known attacks and is effective in monitoring for policy compliance. Also, authors have shown through experiments that the technique, when combined with the use of indices of suspicion, is able to detect all intrusions with a minimal number of false positives (i.e., the technique is accurate) and no attacks went undetected (i.e., the technique is sufficiently sensitive).

Tian et al. [41] have presented two anomaly intrusion detection methods in WLAN. One method is based on a hidden Markov model (HMM) whereas another one is based on adaptive resonance theory (ART). The ART method uses a learning algorithm to build a model for normal behavior and anomalous behavior. The main characters of these two methods are that they do not need expert knowledge and can efficiently detect intruders in real time. Authors have performed experiments for measuring the performance of the proposed two methods. The results show that the methods can find DoS attacks immediately and detect new intruders with low false alarm rates. However, the main drawback of both the proposed methods is that some parameters must be known a priori, such as probability matrices for HMM and threshold value for ART for efficient intrusion detection.

Kaur [42] proposed a cross layer–based intrusion detection strategy for WLANs under inconsistent miss detection ratio. The proposed strategy uses RSS as a parameter of the PHY layer and another parameter, RTS–CTS handshake time of the MAC layer, for detecting intruders. At first, RSS value is computed by the base station from the omni-directional antenna at the mobile station. Second, in the MAC layer, RTS–CTS handshake time is computed by the base station. Based on these two values, the server computes a threshold value (D_{thr}) for that session. In each subsequent session, the server also computes threshold value (D_{th}) based on the present RSS and RTS–CTS time and compares between D_{thr} and D_{th}. For a mobile station, if computed D_{th} is more than D_{thr} then that mobile station is designated as an attacker. Through simulation, authors have shown that the use of cross-layer information for detecting intruders effectively reduces the false positive rate in the proposed strategy.
15.6.6 Cross Layer-Based Security Techniques in Mobile Cloud

As the mobile cloud is a very emerging topic, we could find no work dealing with its security based on cross-layer intrusion detection techniques. Therefore, we have illustrated those works that provide security in the mobile cloud using either cross-layer or intrusion-detection techniques.

Dastjerdi et al. [43] have proposed scalable, flexible, and cost-effective methods for detecting intrusion for cloud applications using mobile agents regardless of their locations. This method aims for protecting virtual machines (VMs) that are outside the organization. A mobile agent collects evidence of an attack from all the attacked VMs for further analysis and auditing. This approach is used for detecting intrusion in VMs migrated outside the organization. However, it produces more network load, if numbers of VMs are attached to mobile agent increases. The advantages of the proposed approach include achieving higher scalability; overcoming network latency; reducing network load and, consequently, lower operational cost; executing asynchronously and autonomously; adopting dynamically; operating in heterogeneous environments of clouds; and having robust and fault-tolerant behavior. The main components are IDS control center (IDS CC), agency, application-specific static agent detectors, and specialized investigative mobile agent.

Static agents are responsible for generating an alert whenever they detect suspicious activities, then saving those activities’ information in a log file and send alerts ID to the IDS control center. Alerting the console in the IDS control center analyzes the coming information and compares and matches with intrusion patterns in the IDS CC database. It raises an alarm if intrusion is detected. The IDS control center saves the information received from investigative mobile agents into its database. Experimental results show that a scheme is efficient enough for increasing the performance of the IDS.

Vieira et al. [44] have proposed a hybrid IDS architecture for the cloud environment. Here, each node of the cloud contains IDS, which provides interaction among service offered, IDS service, and storage service. IDS service comprises two components: the analyzer and alert system. The event auditor captures data from several resources such as system logs. The IDS service is used for detecting intrusion on the basis of the data received from an event auditor by using a behavior-based technique or knowledge-based technique. The knowledge-based technique is used for detecting known attacks whereas the behavior-based technique is used for detecting unknown attacks. For detecting unknown attacks, an artificial neural network (ANN) is used in this approach. When any attack or intrusion is detected, an alert system informs the other nodes. So this approach is efficient for detecting known attacks by using a knowledge base as well as unknown attacks by applying feed forward ANN. Results show that the false positive and false negative alarm rate is very low when large numbers of training samples of intrusion attacks are applied for the behavior analysis method. The limitation of this approach is that it cannot detect any insider intrusions that are running on VMs.

Houmansadr et al. [45] have presented a cloud-based intrusion detection and response engine pertaining to smartphones. The proposed engine is responsible for taking suitable actions in case any misbehavior is detected and performs certain mechanisms for thwarting the attack. The main objectives of this work are 1) transparent operation to the users, 2) light resource requirement, and 3) real-time accurate intrusion detection and response. The proposed framework is based on a practical scenario in which smartphones cannot have heavyweight anti-malware software, but protecting them from attacks is necessary. The proposed framework emulates the actual smartphone device in a virtual machine in the cloud using a proxy that replicates the incoming traffic to the devices and forwards the traffic to the emulation platform. The real-time emulation makes it possible for the emulated environment in performing run-time, in-depth detection analysis. The proposed solution requires limited bandwidth. Also, if misbehavior is detected, the intrusion system decides the best countermeasure actions and sends it to a non-intrusive software agent in the device, which is in charge of carrying out the received actions.
15.7 SUMMARY ON CROSS LAYER–BASED IDS FOR WIRELESS NETWORK

The focus of our discussion in this section is on the evaluation of cross layer–based IDS design. The ability to detect intrusions in the network in terms of accuracy and reliability would determine the effectiveness of a particular cross layer–based IDS design. But in the presence of intruders, a significant amount of errors in the false positive ratio is bound to creep in. So there is need for qualitative evaluation of the cross layer–based IDS design.

15.7.1 RELIABILITY OF IDS

In order to evaluate the reliability of a cross layer–based IDS, most of the existing works has considered the false positive ratio as a measuring metric. For a reliable cross-layer IDS, it is necessary to obtain lower false positives during the detection process. It has been seen in several literatures that reliability of a system is highly affected by the several realistic parameters.

For example, several cross layer–based detection mechanisms have been proposed to detect a packet drop attack at the network layer. In a packet drop attack, a malicious node drops the packet it receives and does not forward the packet intended for the destination node. Now, in wireless networks, a packet drop in the network can occur due to poor link quality (multi-path, fading, and interference) as well as due to congested network traffic apart from malicious reasons. Therefore, while building reliable IDS, aforementioned realistic parameters need to be considered.

Authors in [6] have incorporated the information about congestion from the MAC layer and channel conditions from the PHY layer to detect the malicious packet drop at the network layer. Results show the reliability of the system increases compared to the system that did not incorporate such realistic parameters.

15.7.2 COMPUTATIONAL OVERHEAD

As energy efficiency is critical to wireless networks, especially for ad hoc networks and WSNs, it is necessary to consider the computational costs of the intrusion detection process in the evaluation of cross layer–based IDS design. In ad hoc networks and WSNs, nonlinear machine learning techniques, such as SVM, are infeasible due to the computational complexity induced by the large size of training data. Furthermore, as the cross-layer approach forms a bigger feature set, the high complexity incurred has made combining cross-layer schemes and nonlinear machine learning techniques infeasible [31]. In such case, to reduce the overhead, only a sample of the original associated and filtered training data can be used for training.

As far as computational overhead related to the cross-layer IDS architecture is concerned, there exists a trade-off between the lower false alarms and the computational overhead. Because direct per-layer interaction-based cross-layer IDS architecture does not involve communication within a network, so it is free from any external overhead. However, communication among the layers through internal packets results in increased internal computational overhead of a node. Moreover, availability of more information for sharing between the layers means fewer detection errors. Shared database-based cross-layer IDS architecture, on the other hand, has significant computation overhead in terms of updating parameter information obtained from all layers. However, compared the direct per-layer interaction-based architecture, it has a lower implementation cost.

15.7.3 THROUGHPUT

It is desirable from an IDS that during the intrusion detection process, the IDS must ensure not to throttle the throughput. However, it has been shown that all cross-layer designs can only improve throughput by a constant factor—which may still be very important—but they cannot result in any unbounded improvements even in networks with large numbers of nodes [7].
In distributed mobile environments, node mobility usually results in lower network throughput. Therefore, it is essential while designing a cross-layer IDS to take the mobility factor into consideration. Thus, in varying network dynamics situation, a trade-off between throughput and detection is essential for demand-driven and adaptive cross layer–based IDS.

15.8 OPEN ISSUES

There has been extensive research on cross-layer IDS; however, there are some important open issues especially relevant to wireless networks, including wireless mesh networks, ad hoc networks, and wireless sensor networks that either remain unresolved or not explored extensively. This section provides an insight into the research areas of cross-layer IDS for wireless networks in which very little has been done to date. Areas in which further improvements can be done are also described briefly.

(a) Network throughput: Improving malicious detection and better evaluation of malicious activity in the network has been addressed in the study of cross layer–based IDS for wireless network. The problem of maximizing network throughput of the cross-layer IDS process deserves further attention. As in Section 15.4.1, we have discussed that cross-layer IDS may degrade the network performance as it has significant impact on the routing protocol. Therefore, co-existence of various cross-layer optimizations is coming up as a prospective area of future research.

(b) Reduction of design redundancy: To detect anomalies due to intrusions in WSNs, the operations of each protocol layer reveal different facets of malicious behavior. The PHY layer improves information confidentiality through (physical) encoding. The MAC layer (along with the presentation layer) and network layer deal with the encryption of data frame and routing information. The application layer focuses on key management and exchanges that provide security support for encryption and decryption of the lower layers. Each layer’s characteristics should be examined in depth in the cross-layer design to trade-off security protection and network performance and to reduce any redundancies found.

(c) Performance optimization: One of the main problems with the existing cross layer–based IDS is the lack of interoperability between various cross-layer optimization goals. In order to build a reliable and efficient network, it is necessary to optimize different goals simultaneously while improving interoperability between various cross layers. Therefore, addressing the joint optimization issues for cross layer–based IDS design to build an efficient network is an open research problem.

(d) Standardized detection framework: To improve the accuracy of detecting malicious intrusions, it is very much essential to develop a standardized detection framework for wireless networks. To achieve this goal, at first, we must explore the possibility of adopting a different cross-layer architecture. What should the boundaries be between modules? Should we stick to the architectures as discussed in Section 15.4, or should we look at completely new boundaries? Addressing these challenges requires greater synergy between the performance viewpoint and implementation concerns than is seen in the literature today.

15.9 CONCLUSIONS

Cross layer–based IDSs are being extensively used in the wireless domain for thwarting attacks prevalent in such networks. IDSs have coupled the advantages of cross-layer techniques for designing security mechanisms. This chapter envisages the different cross-layer IDS techniques that are developed in wireless networks, such as ad hoc networks, MANETs, WSNs, WLANs, VANETs, and mobile
cloud. A brief overview of cross-layer IDS followed by its various requirements is also described here. A detailed description of the different advantages and disadvantages of cross-layer IDS is also given. Throughout this chapter, we have tried to cover all aspects related to cross-layer IDS.

Finally the paper concludes highlighting the important research areas that hold potential for future works and how improvisation can be brought about in these areas has also been discussed in this work.
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16.1 INTRODUCTION

There has been a lot of research done on preventing or defending WSNs from attackers and intruders, but very limited work has been done for detection purposes. It will be difficult for the network administrator to be aware of intrusions. There are some intrusion detection systems that are proposed or designed for wireless ad hoc networks. Most of them work on distributed environments, which means they work on individual nodes independently and try to detect intrusion by studying abnormalities in their neighbors’ behavior. Thus, they require the nodes to consume more of their processing power, battery backup, and storage space, which makes IDSs more expensive or unfeasible for most of the applications. Some of the IDSs use mobile agents in distributed environments [8]. Mobile agents support sensor mobility and intelligent routing of intrusion data throughout the network, eliminate network dependency of specific nodes. But this mechanism still is not popular for IDSs due to mobile agents’ architectural inherited security vulnerability and heavy weight. Some of the IDSs are attack-specific, which make them concentrated to one type of attack [1]. Some of them use a centralized framework, which make an IDS capable of exploiting a personal computer’s high processing power, huge storage capabilities, and unlimited battery backup [21]. Most of the IDSs are targeted to the routing layer only [7,21], but it can be enhanced to detect different types of attacks at other networking layers as well. Most of the architectures are based on anomaly detection
[2,18], which examines the statistical analysis of activities of nodes for detection. Most of the IDS techniques utilize system log files, network traffic, or packets in the network to gather information for intrusion detection. Some detect only intrusion, and some do more, such as acquiring more information, e.g., type of attacks, locations of the intruder, etc. There are many intrusion detection systems in the literature. Self-organized criticality and stochastic learning–based IDSs [2], IDSs for clustering-based sensor networks [3], a non-cooperative game approach [4], and decentralized IDSs [5] are distinguished among them. Group-based or clustering-based approaches [23,26] in which the whole network is divided into subgroups depending on having some common attributes, such as a sensor ID, close proximity, and sensor remaining power. A semantic-based [24] IDS builds a security ontology that represents the formal semantics for intrusion detection. A game theoretic or payoff [25,28] framework helps to decide the probability of starting IDS service in each cluster head node using a game theoretic model. The traffic analysis [29] method analyzes the neighbor behavior and selected parameters, e.g., number of received packets in a given period, used to detect anomalous behavior and inter-arrival time of packets. A fuzzy neural network–based [27] intrusion detection system takes advantage of fuzzy theory and neural networks for intrusion detection. In [31], authors survey different anomaly detection techniques and classify the techniques based on what type of background knowledge of the underlying data is available.

16.2 EXISTSING CHALLENGES
Existing intrusion detection systems are not adequate to protect WSNs from inside and outside attackers. None of them are complete, e.g., most of the approaches offer clustering techniques without mentioning how they will be formed and how will they behave with the rest of the system. Most of the existing IDSs deal with wired architecture except for their wireless counterparts. The architecture of WSNs is even more sophisticated than ad hoc wireless architecture. So an IDS is needed with the capability of detecting inside and outside, known and unknown attacks with a low false alarm rate. Existing IDS architectures that are specifically designed for sensor networks are suffering from a lack of resources, e.g., high processing power, huge storage capabilities, unlimited battery backup, etc.

16.3 WIRELESS SENSOR NETWORKS: AN OVERVIEW
According to NIST (National Institute of Standards and Technology), “a wireless ad hoc sensor network consists of a number of sensors spread across a geographical area” [8]. The term sensor network refers to a system that is a combination of sensors and actuators with some general-purpose computing elements. A sensor network can have hundreds or even thousands of sensors and mobile or fixed locations and be deployed to control or monitor [7].

A wireless sensor network comprises sensor nodes to sense data from their ambience and passes it on to a centralized controlling and data collecting identity called a base station. Typically, base stations are powerful devices with a large storage capacity to store incoming data. They generally provide gateway functionality to another network or an access point for human interface [21]. A base station may have an unlimited power supply and high bandwidth links for communicating with other base stations. In contrast, wireless sensor nodes are constrained to use low power, low bandwidth, and short-range links.

16.4 SECURITY THREATS AND ISSUES
Various security issues and threats that are considered for wireless ad hoc networks can be applied to WSNs. This is recited in some previous research. But the security mechanism used for wireless ad hoc networks cannot be deployed directly for WSNs because of their architectural inequality. First, in ad hoc networks, every node is usually held and managed by a human user whereas, in
sensor networks, all the nodes are independent, and communication is controlled by the base station. Second, computing resources and batteries are more constrained in sensor nodes than in ad hoc nodes. Third, the purpose of sensor networks is very specific, e.g., measuring the physical information (such as temperature, sound, etc.). Fourth, node density in sensor networks is higher than in ad hoc networks [10]. Architectural aspects of WSN make the security mechanism more prosperous as the base station could be used intelligently.

According to the basic need, security attacks in WSN can be categorized:

- DoS, DDoS attacks, which affect network availability
- Eavesdropping, sniffing, which can threaten confidentiality
- Man-in-the-middle attacks, which can affect packet integrity
- Signal jamming, which affects communication

There has been much research work done in the area of significant security problems. Here, a summary of existing well-known threats are discussed (Table 16.1).

16.5 IDS ARCHITECTURE

According to the Network Security Bible, “Intrusion detection and response is the task of monitoring systems for evidence of intrusions or inappropriate usage and responding to this evidence” [22]. The basic idea of IDS is to observe users as well as program activities inside the system via an auditing mechanism.

Depending on the data collection mechanism, IDSs can be classified into two categories: a host-based IDS monitors log files (applications, operating systems, etc.) and then compares them with logs of present signatures of known attacks from internal database. A network-based IDS works in different way. It monitors packets within communication and inspects suspicious packet information.

### TABLE 16.1
Threats and Attacks in WSN

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attack on information in transit</td>
<td>Information that is to be sent can be modified, altered, replayed, spoofed, or</td>
</tr>
<tr>
<td></td>
<td>vanished by an attacker</td>
</tr>
<tr>
<td>Hello flood</td>
<td>An attacker with high radio range sends more Hello packets to announce themselves to a large number of nodes in the large network, persuading themselves as a neighbor</td>
</tr>
<tr>
<td>Sybil attack</td>
<td>Fake multiple identities to attack on data integrity and accessibility</td>
</tr>
<tr>
<td>Wormhole attack</td>
<td>Transmit information between two WSN nodes in secret</td>
</tr>
<tr>
<td>Network partition attack</td>
<td>Threats to accessibility although there is a path between the nodes</td>
</tr>
<tr>
<td>Black hole attack</td>
<td>The attacker absorbs all the messages</td>
</tr>
<tr>
<td>Sink hole attack</td>
<td>Similar to black hole. Exception: the attacker advertises wrong routing information</td>
</tr>
<tr>
<td>Selective forwarding</td>
<td>The attacker forwards messages on the basis of some pre-selected criterion</td>
</tr>
<tr>
<td>Simple broadcast flooding</td>
<td>The attacker floods the network with broadcast messages</td>
</tr>
<tr>
<td>Simple target flooding</td>
<td>The attacker tries to flood through some specific nodes</td>
</tr>
<tr>
<td>False identity broadcast flooding</td>
<td>Similar to simple broadcast flooding except the attacker deceives with wrong source ID</td>
</tr>
<tr>
<td>False identity target flooding</td>
<td>Similar to simple target flooding except the attacker deceives with wrong source ID</td>
</tr>
<tr>
<td>Misdirection attack</td>
<td>The attacker misdirects the incoming packets to a distant node</td>
</tr>
</tbody>
</table>
Depending on how attacks are detected, IDS architecture can be categorized into three types: A signature-based IDS, which monitors an occurrence of signatures or behaviors that are matched with known attacks to detect an intrusion. This technique may exhibit a low false positive rate but is not good for detecting previously unknown attacks. An anomaly-based IDS defines a profile of normal behavior and classifies any deviation from that profile as an intrusion. The normal profile of system behavior is updated as the system learns the behavior. This type of system can detect unknown attacks, but it exhibits a high false positive rate. In [11], another type of intrusion detection has been introduced. A specification-based IDS defines a protocol or a program’s correct operations. Intrusion is indicated according to those constraints. This type of IDS may detect unknown attacks while showing a low false positive rate. In this chapter, we follow a security architecture-based IDS that is used for self-organizing mobile wireless sensor networks. Security architecture for a WSN consists of five layers of the open source interaction (OSI) model: physical, data link, network, transport, and application layers in which different layers are vulnerable to different potential attacks, such as the physical layer for sniffing, jamming attacks; the application layer for replay packets; the data link layer for integration, collision, rushing, DoS, and exhaustion attacks; and the network layer for sinkhole, wormhole, Sybil, and Hello attacks (Figure 16.1).

In [30], the authors present a modular intrusion detection system (IDS) architecture as a framework for WSN and discuss practical implementation issues regarding several attack types and their corresponding countermeasure approaches. Each module corresponds to one of the countermeasures that enable the administrator to monitor the network status. Alarms triggered by the detection modules are processed and visualized by the server for immediate intrusion response.

The basic IDS architecture in [30] consists of local detection modules built in the sensor nodes that forward IDS messages via wireless radio to the central IDS server through intermediate gateways. Each IDS message is assigned a unique identification according to the type of triggering in order to distinguish different modules and message types. Gateways summarize the received messages according to the essential parts of the server, i.e., message identifier, originator address, payload, etc. Local detection modules in sensor nodes are separated into periodic and event-based triggering. Based on the originator and payload messages, the server maps and displays the alarm/status accordingly. Finally, the server processes and visualizes messages according to the type (Figure 16.2).

A generic architecture of an IDS for WSN using danger theory immune-inspired techniques has been proposed in [33] in order to identify a distributed DoS attack. The logical architecture of the WSN consists of several sensor nodes and a base station while a WSN IDS consists of several components, such as an intrusion detection manager, monitoring environment, context manager, decision manager, parameters base, storage, and countermeasures (Figure 16.3).

In [34], an integrated IDS is proposed for a cluster-based WSN, which consists of three individual IDSs: an intelligent hybrid IDS for the base station or the sink, a hybrid IDS (HIDS) for the cluster head, and a misuse IDS for the sensor node in order to raise the detection rate and lower the

![Figure 16.1](https://example.com/figure16.1.png)

**FIGURE 16.1** Basic IDS architecture (proposed by Rajasegarar et al. [30]).
false positive rate through misuse detection and anomaly detection. There is a feedback mechanism between the base station and cluster heads while HIDS will be retrained for the new type of attacks (Figure 16.4).

In [11], wireless ad hoc network architecture is defined into three basic categories, which can be adjusted to IDS in WSN architecture.

*Stand alone:* Each node acts as an independent IDS and detects attacks for itself only without sharing any information with another IDS node of the system and does not even cooperate with other systems. So all intrusion detection decisions are based on information available to the individual

---

**FIGURE 16.2** Threat analyses and their countermeasures. (Adopted from Rajasegarar, S. et al., *IEEE Wireless Communications*, 15, 34–40, 2008.)

node. Its effect is too limited. This architecture is best suited in an environment where all the nodes are capable of running an IDS [11].

*Distributed and cooperative:* Although each node runs its own IDS, finally they collaborate to form a global IDS. This architecture is more suitable for flat wireless sensor networks, in which a global IDS is initiated due to the occurrence of inconclusive intrusions detected by an individual node.

*Hierarchical:* This architecture has been proposed for a multilayered wireless network. Here, the network is divided into a cluster with cluster heads. A cluster head acts like a small base station for the nodes within the cluster. It also aggregates information from the member nodes about malicious activities. A cluster head detects attacks as member nodes could potentially reroute, modify, or drop a packet in transmission. At the same time, all cluster heads can cooperate with the central base station to form a global IDS.

To build an effective IDS model, several considerations take place:

First of all, detection tasks: How will they be separated? Local agent or global agent. Whether local or global agent, an IDS needs to consider how these agents would analyze the threats. And what would be the right sources of information?

A local agent detects the vulnerability of a node’s internal information. It is supposed to be active 100% of the time to ensure maximum security. Here physical/logical integrity, measurement integrity, protocol integrity, and neighborhood are analyzed from nodes’ status.

Global agent: To detect an anomaly from the external information of a node to achieve 100% coverage of a sensor network. Here, the main challenges are balancing tasks and network coverage. In case of a hierarchical network, the cluster head (CH) controls its section of the network. The CH is a part of global network. In case of a flat network, the spontaneous watchdogs concept is applied. Here, the premise is “For every packet circulating in the network, there are a set of nodes that are able to receive both that packet and the relayed packet by the next hop.”

The second consideration is sharing information between agents. Information between agents can be transmitted through cryptography, voting mechanisms, or trust depending on the network’s resource constraint.

The third consideration is how to notify users. Generally, users are behind base stations. So different algorithms can be used to notify the base station. E.G.U. Tesla uses a secure broadcast algorithm.

There are different techniques for IDS in wireless sensor network (WSN). Here, we represent some existing IDS models for WSN (Table 16.2).
In this chapter, we propose a new model for IDS, which concentrates on saving the power of sensor nodes by distributing the responsibility of intrusion detection to three layer nodes with the help of a policy-based network management system. The model uses a hierarchical overlay design (HOD). We divided each area of sensor nodes into a hexagonal region (like GSM cells). Sensor nodes in each of the hexagonal areas are monitored by a cluster node. Each cluster node is then monitored by a regional node. In turn, regional nodes will be controlled and monitored by the base station (Figure 16.5).

This HOD–based IDS combines two approaches of intrusion detection mechanisms (signature and anomaly) together to fight against existing threats. Signatures of well-known attacks are propagated from the base station to the leaf-level node for detection. A signature repository at each layer is...

### TABLE 16.2

**Comparative Study on Existing IDS**

<table>
<thead>
<tr>
<th>Name of the Intrusion Detection System</th>
<th>Data Collection Mechanism</th>
<th>Detection Technique</th>
<th>Handled Attacks</th>
<th>Network Architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid IDS for wireless sensor network [6]</td>
<td>Network based</td>
<td>Anomaly based</td>
<td>Selective forwarding, sink hole, Hello flood, and wormhole attacks</td>
<td>Hierarchical</td>
</tr>
<tr>
<td>Decentralized IDS in WSN [5]</td>
<td>Network based</td>
<td>Anomaly based</td>
<td>Repetition, message delay, blackhole, wormhole, data alteration, jamming, message negligence, and selective forwarding</td>
<td>Distributed</td>
</tr>
<tr>
<td>Intrusion detection in routing attacks in sensor network [1]</td>
<td>Host based</td>
<td>Anomaly based</td>
<td>DoS, active sinkhole attacks, and passive sinkhole</td>
<td>Distributed</td>
</tr>
<tr>
<td>Sensor network automated intrusion detection system (SNAIDS) [9]</td>
<td>Host based</td>
<td>Signature based</td>
<td>Duplicate nodes, flooding, blackhole, sink hole attack, selective forwarding, misdirection</td>
<td>Distributed</td>
</tr>
<tr>
<td>Self-organized critically and stochastic learning–based IDS for WSN [2]</td>
<td>Host based</td>
<td>Anomaly based</td>
<td>There is no guideline in this IDS model of which attacks it can resist and which cannot</td>
<td>Distributed</td>
</tr>
</tbody>
</table>

### 16.6 OUR MODEL

In this chapter, we propose a new model for IDS, which concentrates on saving the power of sensor nodes by distributing the responsibility of intrusion detection to three layer nodes with the help of a policy-based network management system. The model uses a hierarchical overlay design (HOD). We divided each area of sensor nodes into a hexagonal region (like GSM cells). Sensor nodes in each of the hexagonal areas are monitored by a cluster node. Each cluster node is then monitored by a regional node. In turn, regional nodes will be controlled and monitored by the base station (Figure 16.5).

This HOD–based IDS combines two approaches of intrusion detection mechanisms (signature and anomaly) together to fight against existing threats. Signatures of well-known attacks are propagated from the base station to the leaf-level node for detection. A signature repository at each layer is...
updated as new forms of attacks are found in the system. As intermediate agents are activated with predefined rules of system behavior, anomaly detection can take part from the deviated behavior of predefined specification. Thus a proposed IDS can identify known as well as unknown attacks.

16.6.1 Detection Entities

Sensor nodes have two types of functionality: sensing and routing. Each of the sensor nodes will sense the environment and exchange data in between sensor nodes and cluster nodes. As sensor nodes have many resource constraints, in this model, there is no IDS module installed in the leaf-level sensor nodes.

A cluster node plays as a monitor node for the sensor nodes. One cluster node is assigned for each of the hexagonal areas. It will receive the data from the sensor nodes, analyze and aggregate the information, and send it to the regional node. It is more powerful than sensor nodes and has intrusion detection capability built into it.

A regional node will monitor and receive the data from neighboring cluster heads and send the combined alarm to the upper layer base station. It is also a monitor node like the cluster nodes with all the IDS functionalities. It makes the sensor network more scalable. If thousands of sensor nodes are available at the leaf level, then the whole area will be split into several regions.

The base station is the topmost part of the architecture empowered with human support. It will receive the information from the regional nodes and distribute the information to the users based on their demand.

16.6.2 Policy-Based IDS

Policy implies a predefined action pattern that is repeated by an entity whenever certain conditions occur [13]. The architectural components of the policy framework include a policy enforcement point (PEP), a policy decision point (PDP), and a policy repository. The policy rules stored in the policy repository are used by the PDP to define rules or to show results. The PDP translates or interprets the available data to a device-dependent format and configures the relevant PEPs. The PEP executes the logical entities that are decided by PDP [12]. These capabilities provide powerful functions to configure the network as well as to re-configure the system as necessary to response to network conditions with automation. In a large WSN in which hierarchical network management is followed can be realized by policy mechanism to achieve survivability, scalability, and autonomy simultaneously. So in case of failure, the system enables one component to take over the management role of another component. One of the major architectural advantages of a hierarchical structure is that any node can take over the functionality of another node dynamically to ensure survivability. A flexible agent structure ensures dynamic insertion of new management functionality.

Hierarchical network management integrates the advantage of two (central and distributed) management models [14] and uses intermediate nodes (regional and cluster) to distribute the detection tasks. Each intermediate manager has its own domain called the regional or cluster agent, which collects and processes information from its domain and passes the required information to the upper layer manager for further steps. All the intermediate nodes are also used to distribute command/data/message from the upper layer manager to nodes within its domain. It should be noted that there is no direct communication between the intermediate members. Except for the leaf-level sensor nodes, all the nodes in the higher level are configured with higher energy and storage.

To achieve a policy-based management for IDS, the proposed architecture features several components that evaluate policies: a base policy decision point (BPDP), a number of policy decision modules (PDMs), and a policy enforcement point (PEP).

The base policy decision point (BPDP) is the controlling component of the architecture. It implements policies or intrusion rules generated by the intrusion detection tool (IDT) from receiving events, evaluating anomaly conditions, and applying new rules, algorithms, threshold values, etc. IDT supports creation, deletion, modification, and examination of the agent’s configurations and
policies. It can add new entities, e.g., a new signature of intrusion, modify or delete existing entities in RPA and LPA.

Policy decision modules (PDMs) are components that implement sophisticated algorithms in relevant domains. LPAs and RPAs act as PDMs. An LPA manages the sensor nodes, which are more powerful than sensor nodes. LPAs perform local policy-controlled configuration, filtering, monitoring, and reporting, which reduces management bandwidth and computational overhead from leaf-level sensor nodes to improve network performance and intrusion detection efficiency. An RPA can manage multiple LPAs. At the peak, BPDP manages and controls all the RPAs.

Policy enforcement points (PEP) are low-level sensor nodes.

Policies are disseminated from the BPDP to RPA to LPA as they are propagated from PDP to LPA. The policy agents described above help IDSs by reacting to network status changes globally or locally. It helps the network to be reconfigured automatically to deal with fault and performance degradation according to intrusion response.

16.6.3 Structure of Intrusion Detection Agent (IDA)

The hierarchical architecture of policy management for WSN is shown in Figure 16.6. It is comprised of several hierarchical layers containing intrusion detection agents (IDAs) at each layer. They are the base policy decision point (BPDP), the regional policy agent (RPA), the local policy agent (LPA), and sensor nodes (SN).

An IDA consists of the following components: preprocessor, signature processor, anomaly processor, and post processor. The functionalities are described as follows (Figure 16.7).
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**FIGURE 16.6** Hierarchical architecture of IDS policy management.
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**FIGURE 16.7** Intrusion detection agent structure.
The pre-processor either collects the network traffic of the leaf-level sensor when it acts as an LPA or it receives reports from a lower layer IDA. Collected sensor traffic data is then abstracted to a set of variables called a stimulus vector to make the network status understandable to the higher layer processor of the agent.

The signature processor maintains a reference model or database called the signature record of the typical known unauthorized malicious threats and high-risk activities and compares the reports from the pre-processor against the known attack signatures. If a match is not found, then misuse intrusion is supposed to be detected, and the signature processor passes the relevant data to the next higher layer for further processing.

The anomaly processor analyzes the vector from the pre-processor to detect an anomaly in network traffic. Usually, a statistical method or artificial intelligence is used in order to detect this kind of attack. A profile of normal activity, which is propagated from the base station is stored in the database. If the activities arrived from the pre-processor deviate from the normal profile in a statistically significant way or exceed some particular threshold value, attacks are noticed. Intrusion detection rules are basically policies that define the standard of access mechanism and uses of sensor nodes. Here, the database acts as a policy information base (PIB) or policy repository.

A post processor prepares and sends reports for the higher layer agent or base station. It can be used to display the agent status through a user interface.

16.6.4 Selection of IDS Node

Activating every node as an IDS wastes energy. So minimization of the number of nodes to run intrusion detection is necessary. In [15], three strategies are mentioned, involving selection of the intrusion detection node.

The core defense selects an IDS node around a center point of a subset of the network. It is assumed that no intruder can break into the central station in any cluster. This type of model defends from the most inner part then retaliates to the outer area.

The boundary defense selects a node along the boundary perimeter of the cluster. It provides defense on the intruder attack from breaking into the cluster from the outside area of the network.

A distributed defense has an agent node selection algorithm, which follows voting algorithm from [16] in this model. The node selection procedure follows the tree hierarchy.

Our model follows a core defense strategy in which a cluster head is the center point to defend intruders. In the core defense strategy, the ratio of alerted nodes and the total number of nodes in the network drops; this makes energy consumption very low, which make it more economical in their use of energy as it shows the least number of broadcast messages in case of attack. It has a strong defense in the inner network. Here, the IDS needs to wait for the intruder to reach the core area [16], which is one of the drawbacks of this strategy as nodes can be captured without notice.

16.6.5 IDS Mechanism in Sensor Nodes

Intrusions could be detected at multiple layers in sensor nodes (physical, link, network, and application layers).

In the physical layer, jamming is the primary physical layer attack. Identifying a jamming attack can be done by the received signal strength indicator (RSSI) [17,18], the average time required to sense an idle channel (carrier sense time), and the packet delivery ratio (PDR). In case of a wireless medium, received signal strength has relationship with the distance between nodes. Node tampering and destruction are another physical layer attack that can be prevented by placing nodes in a secured place. During the initialization process, the cluster node’s LPA will store the RSSI value for the communication between the cluster node to the leaf-level sensor nodes and sensor to sensor node. Later, at the time of monitoring, an anomaly processor in the LPA will monitor whether the received value is unexpected. If yes, it will feedback RPA by generating an appropriate alarm (Figure 16.8).
Intrusion Detection System Architecture for Wireless Sensor Network

Intrusion Detection Systems (IDS) are used to detect and respond to security breaches. The architecture generally includes three main layers: link layer, network layer, and application layer. Each layer has specific functions to detect and respond to potential threats.

**Link Layer**
- Link layer attacks include collision, denial of service, and packet replay. SMAC and time division multiple access (TDMA) can be used to detect anomalies. TDMA [18] assigns different time slots to sensor nodes in its region. If an attacker uses the slot assigned to a node, the anomaly processor can detect the attack.

**Network Layer**
- Route tracing is used to check if the packet comes through the best route. If it does not follow the desired path, the anomaly processor can detect an intrusion.

**Application Layer**
- The application layer uses three levels of watchdogs: base station, regional node, and cluster node. Sensor nodes are monitored by the upper layer watchdog, cluster nodes by the regional node watchdog, and the regional nodes by the top level watchdog (base station).

**Figure 16.8** IDS mechanism.

**16.7 INTRUSION RESPONSE**

There are differences between intrusion detection and intrusion prevention. If a system has intrusion prevention, it is assumed that intrusion detection is built in. IDSs are designed to welcome an intrusion into the system whereas an intrusion prevention system (IPS) actually attempts to prevent access to the system from the very beginning. An IPS operates similarly to an IDS with one critical difference: An “IPS can block the attack itself; while an IDS sits outside the line of traffic and observes, an IPS sits directly in line of network traffic. Any traffic the IPS identifies as malicious is prevented from entering the network [19].” Therefore, in case of IDS, intrusion response should be the right title for recovery.

There are two different approaches for intrusion response: a hot response or policy-based response [20]. A hot response reacts by launching local action on the target machine to the end process or on the target network component to block traffic, e.g., kill any process, reset the connection, etc. It does not prevent the occurrence of the attack in the future. On the other hand, a policy-based response works on a more general scope. It considers the threats reported in the alert and the constraints and objectives of the information system of the network. It modifies or creates new rules in the policy...
repository to prevent an attack in the future. In our proposed IDS, the base station’s policy decision point and other policy decision modules take part in the response mechanism together. The BPDP and PDM take part in the response mechanism. Intrusion can be detected either in the cluster node or regional node. Finally, base stations can be involved anytime if the network administrator wants to do so or to update the signature database or policy stored in an intermediate agent. Intrusions are detected automatically according to the policy implemented by BPDP. Reaction is also automatic, but an administrator may redesign the architecture according to requirements.

In [21], a novel intrusion detection and response system is implemented. We have applied their idea in our response mechanism with some modification. Our IDS system puts each sensor node into one of five classes: fresh, member, unstable, suspect, or malicious. We have a local policy agent, a regional policy agent, and finally, a base policy decision point to make decisions about the sensor node’s class placement. A route guard mechanism uses a Pathrating algorithm to keep any node within these five classes [21]. In our model, we have a policy or rules defined in the base station’s BPDP to select any node to be within these five classes as shown in Figure 16.4. When a new node is arrived, it will be classified as fresh. For a pre-selected period of time, this new node will be in the fresh state. By this time, the LPA will check whether this node is misbehaving or not. In this period, the node is permitted to forward or receive packets from another sensor node but not its own generated packet. After a particular time, its classification will be changed to member automatically if no misbehavior is detected. Otherwise, the node’s classification will be changed to the suspect state. In the member state, nodes are allowed to create, send, receive, or forward packets. At this time, member nodes are monitored by a watchdog at LPA in the cluster node. If the node misbehaves, its state will be changed to unstable for a short span of time. During the unstable state, nodes are permitted to send and receive packets except their own packets. In this state, the node will be kept under close observation of the LPA. If it behaves well, then it will be transferred to the member state. A node in the unstable state will be converted to the suspect state in two cases: Either the node was in the unstable state and interchanged its state within the member and unstable states for a particular amount of time (threshold values defined in LPA) within a predefined period or the node was misbehaving for a long time (threshold value). The LPA’s post processor sends a “danger alert” to the RPA whenever a suspect node is encountered. The suspected node is completely isolated from the network. It is not allowed to send, receive, or forward packets and is temporarily banned for a short time. Any packets received from suspected node are simply discarded. After a certain period of time, the node is reconnected and is monitored closely for an extensive period of time by the intrusion detection agent in all three layers. If watchdogs report well, then the node status will be changed to unstable. However, if it continues misbehaving, then it will be labeled as malicious. After declaring any node malicious, that node is permanently banned from this network. To ensure that this malicious node will never try to reconnect, its MAC address or any unique ID will be added to the signature record database of the LPA (Figure 16.9).

Survivability is one of the major factors that are predicted from every system. We consider base stations to be failure free. But the regional nodes or cluster nodes may be unreachable due to failure or battery exhaustion. So in case of failures or any physical damage of the regional nodes or cluster nodes, control of those nodes should be taken over by another stable node. So in our proposed architecture, if any regional node fails, then its control is shifted to the neighbor regional node dynamically.

Therefore, control of the cluster nodes and sensor nodes belonging to that regional node will be shifted automatically to the neighbor node. In the same way, if any cluster node fails, then control of that cluster node will be transferred to the neighbor cluster node.

So in the proposed architecture, if any LPA is unreachable due to failure or battery exhaustion of cluster nodes, a neighbor LPA will take charge of the leaf-level sensor nodes that were in the area of the fault cluster node. In the same way, due to a regional node’s failure, a neighbor regional node’s RPA will take over the functionality of all the cluster node’s LPA and sensor nodes belonged to the faulty regional node dynamically (Figure 16.10).
As we mentioned before, cluster nodes or regional nodes have number direct communications between them. So how will a cluster node or regional node determine the failure of its neighbor? Actually, in the proposed architecture, the base station has direct or indirect connections with all its leaf nodes. The base station has direct connection with the regional node. So if any regional node fails, the base station can identify the problem and select one of its neighbor nodes dynamically according to some predefined rule in the BPDP. Then the BPDP needs to supply the policy, rules, or signatures of the failed node to the selected new neighbor regional node. In the same way, if any cluster node fails, then a neighbor cluster node will not be informed about its failure. So in this case, the regional node will take the necessary action of selecting a suitable neighbor cluster node. Here, policy, rules, or signatures of the failed cluster node will be supplied by the BPDP through the relevant RPA. So the RPA has the only responsibility to select an appropriate neighbor LPA of the unreachable LPA. The rest of the work belongs to the BPDP of the base station. As the base station is a much more powerful node with large storage, all the signatures, anomaly detection rules,
or policies are stored primarily as a backup in the base station. This back-up system increases the reliability of the whole network system.

16.8 CONCLUSION

WSNs are prone to intrusions and security threats. In this chapter, we propose a novel architecture of an IDS for an ad hoc sensor network based on hierarchical overlay design. We propose a response mechanism also according to the proposed architecture. Our design of an IDS improves on other related designs in the way it distributes the total task of detecting intrusion. Our model decouples the total work of intrusion detection into a four-level hierarchy, which results in a highly energy-saving structure. Each monitor needs to monitor only a few nodes within its range and thus needs not spend much power for it. Due to the hierarchical model, the detection system works in a very structured way and can detect any intrusion effectively. As a whole, every area is commanded by one cluster head, so the detection is really fast, and the alarm is rippled to the base station via the region head, enabling it to take proper action. In this chapter, we consider cluster nodes or regional nodes to be more powerful than ordinary sensor nodes. Although it will increase the total cost of network setup, to enhance reliability, efficiency, and effectiveness of IDS for a large geographical area where thousands of sensor nodes take place, the cost is tolerable.

A policy-based mechanism is a powerful approach to automating network management. The management system for intrusion detection and the response system described in this chapter show that a well-structured reduction in management traffic can be achievable by policy management. This policy-based architecture upgrades adaptability and re-configurability of a network management system that has a good practical research value for a large geographically distributed network environment.

The IDS in a wireless sensor network is an important topic for the research area. Still, there are no proper IDSs in the WSN field. Many previously proposed systems were based on a three-layer architecture. But we introduced a four-layer overlay hierarchical design to improve the detection process, and we brought the GSM cell concept. We also introduced the hierarchical watchdog concept. The top layer base station, cluster node, and regional node are three hierarchical watchdogs. Our report proposes IDSs in multiple layers to make our system architecture robust.

16.9 FUTURE WORK

This chapter provides a first-cut solution to four-layer hierarchical policy-based intrusion detection systems for WSNs. So there is much room for further research in this area. The proposed IDS system is highly extensible in that as new attacks or attack patterns are identified, new detection algorithms can be incorporated into the policy. In this chapter, we actually focus on the general idea of architectural design for IDSs and how a policy management system can be aggregated to the system. But extensive work needs to be done to define detection and response policy as well.

However, the present model can be extended by exploring the secure communication between the base station, regional node, and cluster node by providing an election procedure to select the cluster and regional node, by implementing a risk assessment system in the manager stations to improve the reaction capability of IDS. In this chapter, we actually focus on the general idea of architectural design for IDS and how a policy management system can be aggregated to the system. But extensive work needs to be done to define detection and response policy as well. The current efficiency of an IDS needs to be verified in terms of resources and policy so that improvements of its future version(s) are possible. Further study is required to determine an IDSs scalability. To the best of our knowledge, its scalability highly correlates with the scalability of the WSN application and the policy management in use.
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17.1 WIFI SECURITY

WLAN networks are increasingly common in public, private, and commercial environments. As proliferation of these networks increases, the opportunity for exploitation of their vulnerabilities also increases. Perpetration of attacks on WLAN networks is increasingly frequent in real-life environments. The 2012 Verizon Breach Report [1] summarizes cyber-security breaches reported to the national security agencies of Australia, the Netherlands, Ireland, the United Kingdom, and the United States of America. This report estimates that 174 million compromised records were stolen through cyber attacks in 2011. These attacks represent a global problem as shown by the distribution of attack locations reported in Figure 17.1. In the same report, it is estimated that 81% of attacks incorporated some form of hacking, and 69% contained malware.

The UK insurance group CPP has produced a white paper [2], which specifically deals with the threat and danger of attacks on WiFi. The report states that, “Wireless device users ... should think about what they may be forfeiting by continuing to utilise wireless network technology without thinking about their online security.” This was backed up by the actions of an ethical hacker who was hired to carry out wireless attacks on public WiFi hotspots in September 2010 in six cities across the UK. Findings remark the majority of users mistakenly think their networks are secure, all in spite of well-known examples of WiFi insecurity. This false assumption of security is also exposed when 20% of respondents admit to having logged onto unsecured wireless networks without permission. Reasons for this included the following:

- Because it was available
- Because it was convenient
- Because it was easy to do
- Because they were having access problems of their own
- By accident

The CPP investigation also uncovered that one in six wireless users say they regularly use public networks. When directly investigating public, open-access networks, the report uncovered that passwords and usernames could be gathered from these networks at a rate of more than 350 per hour in a typical town center. Furthermore, when a rogue access point was deployed at the same location,
more than 200 users unsuspectingly connected, putting themselves at risk from fraudsters. This is particularly dangerous given that more than 60% of respondents use these networks for online banking and shopping, potentially exposing their identity and credit card information to malicious hackers.

These threats in WiFi networks are an area of increasing concern for businesses as well as the public. The virus company Symantec has released commentaries [3] on how municipal WiFi offers threats to businesses through employees using these networks ahead of corporate options and thus potentially revealing internal information to hackers through a back door. One of the largest and most expensive examples of WiFi attacks on businesses was carried out against TJX, a large American department store, in 2007. The attackers carried out their attack while sitting in a car nearby the head office and pointing a directional antenna at the building. Within a short time frame, sufficient packets were collected to allow bypass of the WEP security on the internal company WiFi. Once this access was achieved, the attackers then set up a back door into the system and employed a home PC to harvest nearly 46 million credit card details from the database.

17.2 ATTACKS SPECIFIC TO WIFI NETWORKS

WiFi fundamentally differs from the Ethernet at the physical (layer 1) and medium access (layer 2) OSI layers. The shift from a wired medium to an openly contended wireless medium mandated that significant changes needed to be implemented. These changes expose WiFi-connected machines to unique attacks. This means that WIDS have a unique 802.11 threat burden, which is additional to that of their wired counterparts.

The basic catalogue of WiFi attacks can be distilled into three rudimentary attack types: DoS (denial of service), encryption bypass, and AP (access point) masquerading. Each of these attacks allows the hacker a different level of control over the network: control of the access medium, control of data confidentiality, or control over network access.

17.2.1 WiFi Denial of Service (DoS)

The vulnerabilities that allow DoS attacks in wireless networks come from two sources. The first is the trust placed in the fidelity of source MAC addresses. MAC addresses are expected to be unique identifiers used to distinguish one device from another; however, there is no mechanism for validating these addresses. An attacker can spoof the address of any client.

The second vulnerability is the lack of authentication on deauthentication frames. This means that any attacker armed with knowledge of a client’s MAC address can deauthenticate the client by sending forged deauthentication frames known as a DeAuth attack as shown in Figure 17.2 and discussed in [4]. Although the client will soon attempt to reconnect, if the attack is continued, then the victim remains disconnected indefinitely.

It is possible to perform the same attack using disassociation frames; however, due to the single rather than double state retraction (see Figure 17.3) there is less work and time required by the victim to reconnect. This requires more effort for the attacker to maintain a loss of connection.

While this situation deals with a DoS attack on a single client, there is the possibility of using the same method to broadcast the attack to all users connected to the AP. The principle is the same, except that only the AP MAC address is needed. The attacker forges a frame seemingly to have come from the broadcast address of the AP, telling all clients that they have been disconnected.

A second DoS attack category for WLANs is the frame flood attack. The goal of this attack is to overload the victim AP with frames (usually either probe or association). This ensures that either no more clients can connect or overloading of the AP processor causes it to crash. The key difference between the two DoS methods is that the deauthentication attack exploits the authentication state machine (Figure 17.3) while the flooding attack exploits the limited resources available for APs.
Now that the method of perpetrating these attacks is clear, why would an attacker wish to carry out such an attack? There can be many motives for a DoS attack:

- Nuisance
- Attacking adjacent networks
- Forcing a re-authentication to capture a client authentication handshake
- Tricking a client to re-authenticate to a masquerading AP
- Tricking a client to re-authenticate for a MITM (man-in-the-middle) attack
- Buffer overflow attack
- Blanket spamming the network to perform other attacks
17.2.1.1 Deauthentication Attack Detection

Current approaches to DeAuth DoS attacks have attempted to develop algorithms to detect these attacks [5,6]. The effectiveness of these algorithms is highly dependent on the data which is being used to fuel them [7]. As a result there has been a trend in more recent publications toward identifying and classifying the features or metrics that are optimal for DeAuthDoS detection [7,8]. It has been shown from these investigations that there are subsets of features that are optimal for attack detection. In some cases, using a reduced feature set can improve detection performance as there are less confounding factors or noise for an algorithm to filter [9].

Much of the work on feature selection has concentrated on the effects seen in the application and network layer [5,8]. Work in [7] has identified a set of features that are applicable to WiFi because layer 2 is an area of limited investigation in current research. What is lacking from each of these works is information on the parameters or bounds of these metrics. Some research has prioritized the features under consideration, but there is no identification of what values the metrics or features would undertake to detect an attack [7–9].

Underpinning the importance of parameter bound selection for DoS metrics is the appreciation of the effect that thresholds and windowing factors can have on performance [5]. The effect of thresholds is investigated in [10], showing that the choice of the value for this parameter must be both dynamic and considered unique for each deployment. Windowing refers to the selection of data under consideration of an algorithm, usually determined as the number of packets in a given time frame. The effect of varying this window is considered to influence the outcome of a detection algorithm [5,11]; however, it is not always taken into account in WLAN experiments as demonstrated by [6,8,12].

The effect of varying the parameter bounds in these values on detection outcome has been investigated in higher layers. If threshold values and metric parameters are set too high, then valid detections can be missed, and if they are set too low, then a larger number of false alerts can be generated, which obfuscates the real security concerns [10]. The same effect is observed for windowing, if the window of data under consideration is too small, then larger attack chains may be missed, and too large a window size wastes computational resources and can obfuscate attacks in a large pool of normal data [13].

17.2.1.2 Flooding DoS Attack Detection

Probe and association flooding attacks are considered trivial to carry out [14,15] but are much more difficult to detect as high levels of these frames can be legitimately present in a congested environment. The effect of increased levels of authentication or probe requests has been experimentally shown in [15] and [16] to have an impact on network performance, which is attributed to the overwhelming consumption of AP resources. Association request floods are equally effective as many practical 802.11 implementations are flawed and allow the AP to respond to these requests without having first gone through authentication [14].

Despite the danger that these attacks pose, the authors in [16] lament the scarcity of studies to investigate the impact and propose solutions to DoS flooding attacks. In order to address this deficit, the authors suggest several mitigation techniques for a VoIP application but consider them to be insufficient in practice. MAC address filtering can mitigate the effects; however, this does not scale as the whitelist grows. Furthermore, it is only appropriate for SOHO (single office/home office) environments because enterprise and open access deployments can have legitimately large number of unknown MAC addresses connecting to the AP. Another suggested defense technique employs a threshold for accepted requests, estimated at five per second. However, this threshold is acknowledged as having to vary with time as traffic loads increase, which poses similar problems as alluded to above.

Threshold and feature selection remains a problem for flooding attacks as observed in [17], in which a subset of features is determined as relevant for attack detection but the values of which are
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not developed. Work in [18] has established that threshold selection is an integral part of detection, which is sometimes overlooked due to the time and effort required to tune the correct values. Even in cases where this is done, the first step is for a human to arbitrarily guess the correct level and then tune based on traffic. Nonetheless, these factors are not always taken into consideration in flooding investigations as observed in [19].

Factors that impact on the performance of a DoS attack are listed in [12] as attack duration, attack rate, and average processing time for a frame. Research carried out in [12,14,15], however, suggests that these are not the only relevant factors in causing a DoS condition; parameters set within the AP can contribute too. In [15], it has been proposed that the main vulnerability actually lies in unacknowledged frame retransmission, which causes memory buffer exhaustion and freezes AP functionality. An AP requires a certain amount of memory and computing time to store and retransmit frames that have not been replied to, and if the limit of frames scheduled for retry is reached, then other received frames can be discarded, and the AP can hang.

If the AP retry limit is set too high, then many packets can be held in the buffer and make the AP more likely to fall victim to a flooding attack. In both [14,15], it is remarked that this retry limit is difficult to set via software or even at the firmware level. To compound this threat, the retry level has been observed as having different sizes for different frame types handled by a given AP and between different APs [15].

Even if a DoS condition is not caused, the response time for an AP can be affected by the size of this limit. This decreases the efficiency of the AP by increasing response time by up to 60%–80% versus the base value as seen in [15] for PRF (probe request flood), ASRF (association request flood), and ARF (authentication request flood). If an AP is also loaded with a high level of legitimate traffic processing requirements, the rate of frames required in order to cause resource exhaustion drops, making the attack more easy to perform and difficult to detect. Research carried out in [12] observed that as few as three requests generated 21 responses from a real AP, consuming more resources than would be expected. Thus, the practical environment for DoS flooding does not necessarily follow the strict 802.11 protocol in all cases.

17.2.2 WiFi Encryption BYPASS (WEP & WPA/2)

Data transmitted over a WiFi connection is available to all devices within reception range, regardless of the intended recipient. Encryption is a critical requirement for WLANs to protect the confidentiality of the data in transit. This encryption is not without flaws however and detection of attempts at bypassing this protection is an important factor for any WIDS.

17.2.2.1 Encryption Attacks (WEP)
The WEP (wired equivalent privacy) security standard was ratified in September 1999 by the IEEE and was designed to emulate wired security over a wireless network. However, it was quickly discovered by the end of 2001 that this privacy system has serious structural flaws, for example,

- Poor key management and size
- The IV (initialization vector) is too small
- The checksum is insufficient
- Weak use of the RC4 stream cipher
- Authentication messages can be forged

The major flaw of the WEP encryption algorithm is the reliance on the RC4 stream cipher, IVs for secure encryption, and the linear CRC checksum for reliability [20]. The function of the stream cipher is to expand a short key into an infinite pseudo-random key stream before transmission, and the checksum ensures that the total bits received are the same as those sent. To begin with, the WEP algorithm forms the RC4 traffic key by concatenating the passkey with the IV. This cipher is then
XOR-ed with the plaintext to create the cipher text and sent across the medium. Upon reception of the cipher text at the destination, the algorithm XOR's the cipher text again (using the same cipher) to retrieve the original plaintext. This system is diagrammatically shown in Figure 17.4.

The purpose of the IV in this method is to prevent repetition of the RC4 key so that each packet has a different encryption key. However, because the size is only 24 bits, it is statistically likely that this IV will repeat over a relatively short space of time. The RC4 cipher has also been shown to favor some “weak” keys, in which the correlation between the key and the output is higher than tolerable [21].

WEP security can be bypassed using free, open source software and widely available processes [22]. There are different methods of perpetrating the attack. Of these attacks, the FMS (Fluhrer, Mantin, Shamir) and PTW (Pyshkin, Tews, Weinmann) are the most prominent and well known.

17.2.2.1.1 FMS
The RC4 algorithm uses the previous byte value in determining the calculation of each subsequent byte in the stream, which was meant to keep the encryption changing. Under a set of conditional values, it is possible for the FMS attack to compute the likely value of each subsequent part of the key based on the constantly incoming stream of encrypted packets. As the packets are changing and the value is never certain, each possible key value is given one “vote” every time it occurs with the most polled value given priority in final key guessing. After a certain number of packets, the correct value will statistically rise to the top and so on for the rest of the key.

Unfortunately, because this is a statistical attack, around 4–5 million packets are required for a 50% success rate. However, this was the first attack to show the vulnerabilities in the WEP attack and has since been improved.

17.2.2.1.2 PTW
While the FMS attack only used a small subset of packets, the PTW advanced this by discovering a correlation that did not require other conditions to be met, and thus every packet could be used—not just weak ones. Furthermore, a relationship was discovered between not only the next byte but on subsequent bytes. Thus the attack has the facility to guess multiple proceeding bytes rather than each one in turn, making the voting system much faster.

This attack only needs 35,000–40,000 packets for a 50% probability of success. This could allow key derivation within 60 s on a busy network. The number of packets required has since been further decreased through various tweaks.

17.2.2.2 Encryption Attacks (WPA/2)
Once the flaws in WEP were exposed, an upgrade was quickly released, known as WPA (Wi-Fi protected access). This certification algorithm was built upon the WEP security system as a precursor to the release of a much more secure system (WPA2). The biggest improvement was the addition of TKIP (temporal key integrity protocol), which has since been devalued [22]. This implements a key
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mixing function that combines the root key with the IV before passing on to RC4, instigates a sequence counter to protect against replay attacks, and replaces CRC with a MIC (message integrity check).

Both the WPA and modern WPA2 systems (as part of 802.11i) operate a “four-way handshake” between AP and client. This is performed at the beginning of a client session or on the first access request to the network. As seen in Figure 17.5, an AP sends a nonce value to the client (STA), which can be used to construct the PTK (pairwise transient key). The client then responds with a nonce and the MIC (message integrity code). If the AP constructs the correct PTK from this data, then the STA has correctly hashed the key and is allowed access. If authentication is successful, then a GTK (group temporal key) is sent to the client. Once a client leaves the network or after a set timeframe, the GTK is retransmitted to all registered clients. This is much more secure because the master key is never used.

It has been shown however that the shared key can still be established from this handshake by forcing and listening to a re-authentication of a legitimate user. This will allow DoS attacks on the network.

17.2.2.1 802.11i & WPA2

802.11i is an amendment to the original 802.11 specification, which deals specifically with the security issues raised by the depreciation of the WEP security algorithm. Note that the four-way handshake mentioned previously is a part of this security improvement although it was applied to both WPA and WPA2.

All of the enhancements of this standard were implemented in the WPA2 algorithm. WPA2 is the most up to date wireless security and certification method and is considered a fully secure system. The 802.11i upgrade from WPA comes from the implementation of an AES algorithm called CCMP (counter mode CBC MAC protocol) to replace the compromised TKIP protocol.

AES (advanced encryption standard) is the cipher used in replacement of RC4 and is much more secure as it is a block cipher, operating on blocks 128MB long. CCMP is the security protocol used by AES and computes the MIC value. The total encryption system is much more complex than WEP but makes it much more difficult to break. Nonetheless, this system can also still be bypassed using a brute force or dictionary attack with a weak passkey.

Despite these improvements made to WPA/WPA2, it is still vulnerable to a dictionary attack. A dictionary attack is a cryptographic attack on a cipher in which a series of possible guesses are made against the passkey in an attempt to gain access. This attack works under the assumption that the user has chosen a dictionary-based word, name, place, etc. as the passkey, possibly with an additional numeric digit. A wordlist is used to encapsulate all the possibilities to fuel the attack.
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WPA/WPA2 is also susceptible to a brute force attack. This attempts to break the encryption by guessing all possible key combinations, aiming to guess the correct sequence. With most systems this can take an exceptional length of time. As an example, a seven-character password made up of any variation of ASCII characters would take five years to break with a computer that can test 500,000 passwords per second. Thus, it is not considered a significant threat because most password-based systems are technically vulnerable to the attack.

The final vulnerability for WPA2 system is the “Hole 196” attack although it requires the attacker to already have access to the network, i.e., they must already be an authorized user. This insider may inject spoofed GTK encrypted packets, which allows them to obtain and decrypt data from other authorized users.

### 17.2.3 AP Masquerading

Although encryption will attempt to ensure that the connection from a client to an AP is secure, there is no facility to guarantee that the AP itself is legitimate. There is a real danger in modern networks from the threat of AP masquerading. This attack occurs when another device appears, trying to mimic the credentials of an existing AP. This is usually with the intention of having a client connect and then viewing their data as it passes through the malicious AP. Three types of common masquerading APs are outlined here.

#### 17.2.3.1 Rogue AP

A succinct taxonomy of rogue APs is proposed in [23] in which each attack is categorized into one of four classes. These classes are the following:

- Improperly configured AP
- Unauthorized AP
- Phishing AP
- Compromised AP

An improperly configured AP is one which suffers from misconfiguration of security settings, which then allows an unauthorized user to gain access to an otherwise legitimate AP. Attacks leveraging poor configuration options are recognized as a major threat in WLANs in practice [10].

 Unauthorized APs are defined as physical devices deployed and illegally connected to the network under threat. This creates an additional wireless hardware presence in the vicinity for attackers to use to gain access to a LAN.

A phishing AP is set up by a malicious entity outside of the network it wishes to attack, advertising itself as a trustworthy AP and enticing legitimate users to connect. Once a client has erroneously connected to this device, the controller of the phishing AP can harvest credentials and data.

The final type of rogue AP is a compromised AP, which the authors in [23] identify as a device that has had the WEP or WPA encryption bypassed using a piece of software. This allows access for an illegal user but with “legitimate” traffic through a legitimate device.

Research into detecting these attacks is currently lacking [24] although they are considered a more technically difficult but growing threat [25]. It is even estimated that as many as 20% of all enterprise locations already have a rogue AP connected to their systems and hence are particularly at risk from these attacks [24,26]. Users of WLANs in public environments are also considered vulnerable [27].

General solutions to these attack types in layer 2 are outlined, but not proven, in [23] as implementing AP probing and tracking location information for duplicate MAC addresses. These methods are insufficient as AP probing may simply identify networks that are legitimate nearby APs.

---

from the general public or other enterprises. Tracking duplicate MAC information also assumes there are no reflections or mobility issues within the environment, which can cause late or uncommon frame reception values, leading to false positives.

One of the most common measures of identity in WLAN systems in modern research is the RSSI (received signal strength indicator) of packets. The authors in [28,29] suggest that using a distributed set of sensors sufficient RSSI information can be gathered to provide identification to combat rogue APs.

There is disagreement on the usefulness of RSSIs in practical environments. The authors in [26,29] conclude that use of a RSSI as a WLAN location indicator is flawed as multipath effects and AP specific processing of RSSI frame values severely impact results and make them unreliable. Furthermore, in [30] it is suggested that attackers, knowing RSSI is used as a detection metric, can alter their transmission power in frequent intervals in order to defeat the detection algorithm. Thus the usefulness of RSSI as a metric for absolute identification in rogue APs is uncertain.

The future for detection in rogue APs is alluded to in [31] as devising “irrefutable device identification through traffic characteristics.” This identifies the key problem as that of attributing traffic as being transmitted from a specific source. An identity-based detection system may be able to foil DoS attacks too [14].

17.2.3.2 Soft AP

A soft AP differs from a rogue AP in implementation rather than features. It is implied that a rogue AP is based in hardware, and a soft AP is a device that would otherwise be considered a client, a laptop or desktop for example, that begins to act like an AP.

Soft APs should be easier to spot given that in most cases the MAC address, power level, and location should be identical before and after the launch of the attack. However, if a new MAC address is forged by the soft AP, then there may be no way of distinguishing it from all other access points on the network side. In terms of resolution, a soft AP may also be much more difficult to find because it will not be a physical router as one might expect.

FIGURE 17.6 Man-in-the-middle attack.
17.2.3.3 MITM
A MITM (man-in-the-middle) attack begins with one of either a rogue or soft AP and attempts to have a client connect before routing the traffic back to the original AP through the attacker, shown in Figure 17.6. The attacker can then monitor all the actions of the client and uncover passwords, personal or banking details, or redirect traffic. This is most commonly performed in WiFi networks through an ARP (address resolution protocol) poisoning attack. ARP poisoning operates by sending faked ARP packets to the AP and the client with the aim of poisoning each node into believing that the attacker is the other device within the network.

17.3 THE EFFECT OF DEPLOYMENT ARCHITECTURE ON WIDS PERFORMANCE
Due to the additional challenges in moderating the use of a wireless medium, deployment of a WIDS in different locations or integration with different devices can have an impact on the WiFi traffic available for detection purposes. To give a trivial example, Windows Network Manager asks the user to define each access point it uses as home, at work, or in the open, and changes the security settings accordingly. Choosing the correct architecture for a WIDS is of particular importance to the performance of the system although this is very rarely addressed in research work.

Typically, WIDS deployments tend to be static and cannot be easily manipulated once set up, so it is important that sufficient planning is carried out at installation. Although there are many different ways that a WIDS could conceivably be constructed, it is important to develop broad categories to reduce the problem complexity. For the purposes of this chapter, three distinct network topographies are considered: home, enterprise, and open access (public).

In general there are four attributes that differentiate these three categories from each other:

- Access knowledge
- User behavior
- Equipment
- Threats

17.3.1 HOME NETWORK
Home networks are found in a variety of home environments. There are wide variations on this theme:

- A family network with a single desktop, mobile laptop, and no guests
- A tech savvy network with a stationary laptop, one games console, a media center and guests
- A HMO with many mobile laptops, many games consoles, and guests
- Any combination of the three

Nonetheless, due to the nature of the network and the circumstances of the location, there are still some factors in common across the majority of examples.

In general, a home network will consist of an enclosed environment without easy physical or network access. This assumes the home is secured from intruders and there is security enabled on the system, whether that security is WEP, WPA/WPA2, MAC filtering, etc. No person may enter the location or gain access to the network without the knowledge of the administrators.

There will likely be multiple administrators as each user will have a responsibility for security. Although most systems will have a head administrator who handles technical issues, all users have access to passwords and network resources without being overseen by others. The number of users
is generally fixed and is unlikely to vary except for very minimal guests who will connect to the same network as normal clients.

Each of these users and guests will use the network up to its maximum capacity, i.e., for streaming video, downloading large files, or playing online games. Thus, while the amount of clients may be small, the network usage will be high with unpredictable peaks. With few users and high usage per user, if any one client connects or disconnects, then the entire traffic will be shifted dramatically and may often be unstable (Table 17.1).

Aside from exceptional circumstances, there is likely to be one routing AP for all users and so only one channel to consider. While there may be adjacent channel usage and nearby APs, they are not under the remit of the administrators and only contribute noise and interference. This single AP will likely only have to cover the home area, which may be over many floors.

The risks to the network will typically only come from one side of the physical divide—the outside. Those users inside the network have little vested interest in attacking the security or destroying the connection of the network because they all have total rights and access. Users on the outside may wish to either utilize the connection or simply nuisance DoS the users. There may be some confidential data going through the network, such as bank/social networking or personal details, and so attacks of this kind could be damaging if not considered in the network security.

Due to the low user count, low coverage area, and the requirement of monitoring only the single channel of the home AP, the most successful placement of a WIDS would most likely be in the access point itself. This would provide maximum security for all users while freeing them all from the burden of guaranteeing it. In a system in which the administrator terminal cannot guarantee attendance onsite (or constant operation), the only constant in the equation, the AP, must bear the burden. While this will impact on the throughput of the router, the trade-off between performance and security may well be beneficial.

### 17.3.2 Enterprise Network

Enterprise networks tend to have a quicker response time in terms of security because the data that can move through them is more sensitive and usually pertains to the actions of the business. Yet as businesses can be highly diverse so are their network security needs. A typical enterprise network could be defined as

- A large corporation with one network over many sites, in many countries, and with thousands of employees with different access privileges

---

<table>
<thead>
<tr>
<th>TABLE 17.1</th>
<th>Home Network Topography Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristic</strong></td>
<td><strong>Home Network</strong></td>
</tr>
<tr>
<td>Access knowledge</td>
<td>Physical</td>
</tr>
<tr>
<td></td>
<td>Network</td>
</tr>
<tr>
<td>User behavior</td>
<td>Number</td>
</tr>
<tr>
<td></td>
<td>Data usage</td>
</tr>
<tr>
<td></td>
<td>Number of admins</td>
</tr>
<tr>
<td>Equipment</td>
<td>Coverage area</td>
</tr>
<tr>
<td></td>
<td># APs/# channels</td>
</tr>
<tr>
<td>Threats</td>
<td>Confidential data?</td>
</tr>
<tr>
<td></td>
<td>From outside network</td>
</tr>
<tr>
<td></td>
<td>From inside network</td>
</tr>
</tbody>
</table>
• A medium-sized enterprise with a single IT department and many employees on one site
• A small business with general access to all employees and a single member as an IT specialist

Any enterprise regulates who comes and goes from the building, but this is not necessarily true of the network access. Although there are often security policies in effect, there are ways of attaining wireless and wired access to the network outside of the administrative department’s knowledge. This can stretch from BYOD (bring your own device) to setup of a rogue AP. Thus physical, but not necessarily network, access is mandated.

There will only be a finite amount of administrators of the wireless system, so in many instances, employees may be motivated to evade policy or security on the network. This limits the amount of staff who are employed to oversee the network and can create access issues. Many staff may accidently break security protocol without knowledge of the consequences.

The number of users in this situation is usually fixed or at least can vary predictably as does the entrance of guests. It is not uncommon to have a guest network set up in larger businesses so that invitees can avail of Internet resources without gaining access to company documents and files. The traffic that these users and guests generate can be high but is also predictable. High bandwidth applications, such as video conferencing, may be employed, and there will quite likely be a background of http activity (Table 17.2).

Typically, the location will require multiple APs to service all the users over a larger coverage area, and a WIDS may include dedicated sensors to remove any processing from enterprise machines. In order to facilitate these multiple APs, channel planning must be done to combat interference between devices. Usually, 802.11b/g/n channels, for example, are deployed in triplets with this same three channels re-used over changing locations.

Finally, there is quite likely to be a significant amount of confidential and important data flowing through this network. The risks to this data may come from both inside and outside of the physical barriers and inside and outside of the network so vigilance is necessary. Attacks from the inside are most likely to be innocent rogue or mis-configured APs although these can be very dangerous in providing access to confidential data by external sources.

External specific attacks may include attempting to bypass data encryption or setup of a rogue AP in order to gain access to an employee’s data. While DoS attacks are dangerous under any circumstance, in this instance, they may be less of a priority due to the potentially distributed nature of the network.

<table>
<thead>
<tr>
<th>TABLE 17.2</th>
<th>Enterprise Network Topography Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristic</strong></td>
<td><strong>Enterprise Network</strong></td>
</tr>
<tr>
<td>Access knowledge</td>
<td>Physical</td>
</tr>
<tr>
<td></td>
<td>Network</td>
</tr>
<tr>
<td>User behavior</td>
<td>Number</td>
</tr>
<tr>
<td></td>
<td>Data usage</td>
</tr>
<tr>
<td></td>
<td>Number of admins</td>
</tr>
<tr>
<td>Equipment</td>
<td>Coverage area</td>
</tr>
<tr>
<td></td>
<td># APs/# channels</td>
</tr>
<tr>
<td>Threats</td>
<td>Confidential data?</td>
</tr>
<tr>
<td></td>
<td>From outside network</td>
</tr>
<tr>
<td></td>
<td>From inside network</td>
</tr>
</tbody>
</table>
Due to the possibly large coverage area that may expand over many channels, a distributed series of detectors is likely to be the best WIDS solution to an enterprise problem. Because multiple frequencies may be used, it would be prudent for detectors to channel hop rather than embedding the solution in a static AP.

Each of the distributed nodes will likely feed the data back to a controller or multiple controllers who can monitor any suspicious activity in the network as well as receive alerts. In this solution, the administrator can take responsibility for the security of the entire system over a large area from a single terminal.

17.3.3 Open Access Network

Open access networks tend to be deployed in areas of high public attendance, such as airports, shopping malls, or cafes, and, to some extent, represent a small portion of wireless network coverage compared to the other two categories. For the purposes of this classification, open access means that anyone can access the network, and it is not restricted to set users, whether the access is paid or free.

Typical open access networks share two key characteristics:

- Open right to access for all
- Usually installed and available in a public place

First, it is clear that there are no physical or network access controls for administrators. Any client can connect whether or not they reside within a physical boundary and are not restricted through encryption or filtering.

The number of users may be highly variable and may use any traffic pattern although the general use is not typically high. Clients do not tend to play online games or hold video conferences. Generally, the traffic usage is much lower and unstable dependent on specific users of the network at any given instance.

In a commercial atmosphere, there is likely to only be one AP or possibly two, depending on size and demand and so one channel per device. The coverage area is likely to be small and manageable although it could stretch over several floors in some cases. In most businesses that provide this service, there will be a computer on site that could act as a point for security administration.

Confidential data should be kept to a minimum by any responsible user in this environment although this cannot be ensured. There is a significant risk of attack from both inside and outside the network although the severity of this threat is proportional to how well users adhere to a low confidential data policy. Because there is no backbone structure to the network other than Internet access, there should not be any files or documents to protect on the network itself.

In this environment, the main attack threat would be from rogue APs. It would be trivial to set up a false AP and have naive users accidentally connect to what would appear to be a legitimate open access network. Further threats come from client DoS attacks by other users, possibly hoping to gain a better connection by disconnecting other clients. Because there is unlikely to be encryption employed, a WEP/WPA/WPA2 attack does not apply (Table 17.3).

Due to the small coverage area of the network and the reliance on only one or two APs, the best WIDS solution to an open access topography would be a single administrator on an onsite computer who relies on data being fed back from detectors embedded in operational APs. Because the number of channels is limited, only these channels need to be monitored. However, there is a case to have the administrator computer channel hop on non-AP channels to try and alert to rogue APs. As the traffic demands and expectation of service are lower, the AP should be able to handle the extra workload without heavily compromising on throughput.
TABLE 17.3
Open Access Topography Characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Open Access Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access knowledge</td>
<td>Physical No</td>
</tr>
<tr>
<td></td>
<td>Network No</td>
</tr>
<tr>
<td>User behavior</td>
<td>Volume Variable</td>
</tr>
<tr>
<td></td>
<td>Data usage Low and unstable</td>
</tr>
<tr>
<td></td>
<td>Number of admins Low</td>
</tr>
<tr>
<td>Equipment</td>
<td>Coverage area Small</td>
</tr>
<tr>
<td></td>
<td># APs/# channels 1–2/1–2</td>
</tr>
<tr>
<td>Threats</td>
<td>Confidential data? No</td>
</tr>
<tr>
<td></td>
<td>From outside network Rogue AP</td>
</tr>
<tr>
<td></td>
<td>From inside network Soft AP, DoS</td>
</tr>
</tbody>
</table>

17.3.4 Summary

A comparison of each of the networks is given in Table 17.4. It is unlikely that any network will adhere entirely to the definitions, but the table can be used as a guide. For example, if a network takes five characteristics from home, three characteristics from enterprise, and two from open access, then the threats to each network can be scaled and prioritized. Regarding threat identification for WIDS purposes, each category places a different emphasis on the likely attacks and the relationship to the rest of the network, focused on those aspects that are under greatest threat.

17.3.4.1 The Importance of Live Data in WiFi Research

Although there has been research in establishing techniques for detecting attacks against WiFi networks, none has yet produced a comprehensive solution. One of the reasons for this is the difficulty in obtaining real-world data to work with in security assessments [32]. The majority of data used for validation is contrived or unverified either through use of synthetic network traffic modeling, laboratory testbed approximations, or protected data [33]. This has led to a significant disparity between research conclusions and their practical application to real networks [32].

Importantly, while WiFi data collection systems have been deployed in previous research endeavors, none have given sufficient information to be able to replicate and verify the collection systems, and

TABLE 17.4
Network Topography Comparison

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Home</th>
<th>Enterprise</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access knowledge</td>
<td>Physical Always</td>
<td>Always</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Network Always</td>
<td>Sometimes Variable</td>
<td>No</td>
</tr>
<tr>
<td>User behavior</td>
<td>Number Low (1–5)</td>
<td>High (10+) Variable</td>
<td>Low and unstable</td>
</tr>
<tr>
<td></td>
<td>Data usage High and unstable</td>
<td>High and stable</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Number of admins All users</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Equipment</td>
<td>Coverage area Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td># APs/# channels 1/1</td>
<td>x/=3</td>
<td>1–2/1–2</td>
</tr>
<tr>
<td>Threats</td>
<td>Confidential data? Some</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>From outside network Rogue AP/C &amp; B DoS</td>
<td>Encryption hack</td>
<td>Rogue AP</td>
</tr>
<tr>
<td></td>
<td>From inside network None</td>
<td>Rogue AP</td>
<td>Rogue AP, C DoS</td>
</tr>
</tbody>
</table>
hence the data derived from them. Therefore, it is impossible to determine the effect of the methodology used for data collection on the accuracy of the results drawn from the collected traffic. There are opportunities however for leveraging data collected from live networks to provide information on how attacks are carried out in practice that could aid the practical application of WiFi research.

A more flexible and effective method of obtaining research data may be to establish standardized methods of collection, rather than standardizing the data itself. This requires research into the best means of developing the equipment and structure of such systems so that they remain applicable and deployable in multiple environments. A system derived from these criteria can continue to generate new insights as user behavior and traffic evolves.

17.4 RESEARCH DATA SET CATEGORIZATION

One of the most important aspects of generating accurate, reliable, and replicable results in research is ensuring that the data on which conclusions are based is sound. For WLAN experiments, one means of addressing this problem is the identification of appropriate data sets. It is not uncommon for research papers to generate their own data set; however, this presents problems in comparing data sets and the results based on them [34]. Selecting a suitable data source is an important factor in ensuring that the results drawn from experiments are accurate and relevant.

Data sets in research generally fall into the following four categories:

- Baseline data
- Simulations
- Traffic generators
- Live network data

17.4.1 Baseline Data Sets

Baseline data has been produced specifically for the purposes of acting as a comparison between algorithms. Since the emergence of intrusion detection, many different baseline data sets have been produced.

Some examples of these data sets in intrusion detection include Lincoln Labs (2000) and DARPA (2002). DARPA is known as the standard, albeit imperfect, data set for intrusion detection experiments [13]. This data was produced by the US government by simulating background traffic and adding attacks. The suitability of the data set for research purposes has been extensively criticized [35], primarily because the data has not been validated or analyzed to see how similar it is to real-life traffic [36,37]. Furthermore, the DARPA data set is totally unsuitable for research in WLANs because the data was all collected over a LAN network [34].

17.4.2 Simulations

Simulations are a common approach to WLAN analysis and testing; however, it has been shown that Internet traffic is very difficult to simulate correctly [36] even when using protocol modeling tools, such as ns-3. This is in part due to the fact that many real-life networks do not precisely follow established protocols and have been shown to be composed of malformed or fragmented packets [36] and protocol errors [38].

17.4.3 Laboratory Generated Data Sets

Another approach is to generate a data set in a laboratory setting, using real equipment but manufacturing traffic either manually or using traffic generators. Many of the same issues are found in traffic generating software as in simulation packages [37,39].
17.4.4 LIVE NETWORK DATA COLLECTION

Very little detailed information on live network data and its collection is available in research publications [41] even though the subject is of great interest. In many cases, this data is collected on the wired side of the network even though it does not reflect the nuances of WLAN operation [41] as it neglects all layer 2 WiFi information. In order to capture this influence, wireless-side collection is necessary [12,42].

Use of real-life data has produced many new insights into traffic [48], especially given that hostile agents are likely to try novel attack methods, which can only be observed through live data [49]. The lack of data sets collected in this fashion can be attributed to the fear of violating user privacy as well as the perceived difficulty in collecting and sanitizing the information [33].

A summary of the positive and negative attributes of each of these data sources is presented in Table 17.5. The negative aspects of live data are logistics problems, rather than issues with the data itself. Nonetheless, the lack of research publications utilizing live data for WLAN assessments is demonstrated in Table 17.6, in which a selection of relevant papers has been assessed. Of this list, only four of 21 publications (19%) underpin their results with live data with the vast majority preferring traffic generators employed in a custom testbed.

17.4.5 LIVE DATA FOR WLAN RESEARCH

The structure and operation of a collection system can have an impact on the validity and usefulness of the data itself [48]; this includes issues such as topology, deployment, loading, and focus [13,40,50]. Table 17.7 outlines the current data collection methods undertaken by relevant references. In this table, the source of the data, whether or not data collection is passive, and the documentation associated with the work are presented. Each of these factors plays a role in the reliability of data in WLAN research.

As seen from Table 17.7, there are subsets of live data. Some authors generate their own “live data” using laboratory testbeds although these approaches have already been dealt with previously. This is the most common approach observed (12/19). In many cases, these testbeds are deployed with a narrow research goal such that the data set and the collection system outlined are unsuitable for wider application by different researchers [40]. Generally, the network architecture, complexity, and capabilities are unspecified, and no comprehensive recommendations for design and documentation appear to exist [37].

To assist researchers in generating results based on good testbed design and practice, the authors in [51] established a configurable, replicable testbed for various research purposes. However, this
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**TABLE 17.5**

<table>
<thead>
<tr>
<th>Source</th>
<th>Positives</th>
<th>Negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>• Was once based on real life networks</td>
<td>• No network response to injected traffic/activity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Usually proprietary</td>
</tr>
<tr>
<td>Simulations</td>
<td>• Scalable</td>
<td>• Too rigid, not sufficiently close to imperfection of real life devices</td>
</tr>
<tr>
<td></td>
<td>• Easy to implement new traffic activities</td>
<td>• Does not reflect real WLAN usage</td>
</tr>
<tr>
<td>Traffic generators</td>
<td>• Easily set up</td>
<td>• Based entirely on researcher best guess of what traffic looks like</td>
</tr>
<tr>
<td></td>
<td>• Can make quick changes</td>
<td>• Does not reflect real WLAN usage</td>
</tr>
<tr>
<td>Live networks</td>
<td>• Represents current usage of networks in practice</td>
<td>• Logistically difficult to collect</td>
</tr>
<tr>
<td></td>
<td>• May contain novel attacks</td>
<td>• Permission/privacy issues</td>
</tr>
</tbody>
</table>
The State of the Art in Intrusion Prevention and Detection

is achieved through a web portal, which researchers can use to submit scripts to run on an existing testbed. Thus, it creates a research bottleneck and restricts researcher autonomy over experimental processes. In [40], the authors lament the lack of semi-productive testbeds, in which real users utilize the network and research can be performed on the traffic as desired. If such a system was designed and documented, then the best practices could be replicated in multiple locations as required.

The next common collection method for live data from Table 17.7 is campus and engineering conference data (4/19). This data is valuable as an example of a user base which is technically competent; however, it is not necessarily reflective of general trends in public, enterprise, or home use. Campus networks, in particular, only represent the network usage habits of students and university staff. Because researchers who carry out these data collection methods are members of the universities in question, often it is a condition that only those researchers may use the data. In some cases, universities have even refused their own researchers access to this data [37].

Conference networks suffer from the same narrow user base issues as campus initiatives but have additional drawbacks. Conference networks are small snapshots, the conditions of which are almost impossible to replicate as they occur on an annual basis and often in different locations each year. Were conference WLAN data collected and released for use as a general rule, then this diversity would be of great use to researchers. However, presently this is not the case, and the data suffers from a time lapse, becoming less and less relevant to modern networks as the years pass. A more reliable source of modern, live network data is required.

The three remaining publications in Table 17.7 have produced data collection systems that have been deployed in a live environment and collect live network data. Each of these works has particular issues that render their data imperfect for WLAN specific experiments. In [40], the data collected excludes all layer 2 frames, and in [47], the data is harvested at the LAN side of a WLAN network. By discarding these factors in WLAN data collection, both works have removed the primary factor that defines WLAN and thus impairs the viability of the data sets for WLAN–specific research.
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**TABLE 17.6**

Data Set Usage and Experimental Setup in WLAN Research

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Data Set</th>
<th>Experimental Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>D’Amico et al. [43]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Singh et al. [6]</td>
<td>ns-2</td>
<td>Simulation</td>
</tr>
<tr>
<td>Haddadi and Sarram [34]</td>
<td>DARPA</td>
<td>Campus</td>
</tr>
<tr>
<td>Afansyev et al. [33]</td>
<td>Live data (LAN)</td>
<td>Live data (LAN)</td>
</tr>
<tr>
<td>Sarkar and Sowerby [39]</td>
<td>Simulation</td>
<td>Simulation</td>
</tr>
<tr>
<td>Bauer et al. [44]</td>
<td>Traffic generators</td>
<td>Campus</td>
</tr>
<tr>
<td>Deshpande et al. [42]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Tao et al. [28]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Schulman et al. [38]</td>
<td>Live data (WLAN)</td>
<td>Campus</td>
</tr>
<tr>
<td>Rachedi and Benslimane [45]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Bernaschi et al. [15]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Fayssal et al. [17]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Liu and Yu [16]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Karrer et al. [40]</td>
<td>Live data (WLAN)</td>
<td>Testbed</td>
</tr>
<tr>
<td>Shetty et al. [46]</td>
<td>ns-2</td>
<td>Simulation</td>
</tr>
<tr>
<td>Mahajan et al. [41]</td>
<td>Live data (WLAN)</td>
<td>Conference</td>
</tr>
<tr>
<td>Faria and Cheriton [29]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Gill et al. [18]</td>
<td>Traffic generators</td>
<td>Testbed</td>
</tr>
<tr>
<td>Na et al. [47]</td>
<td>Live data (WLAN)</td>
<td>Live data (WLAN)</td>
</tr>
</tbody>
</table>
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In [55], the data collected includes WLAN layer 2 information; however, the data is not collected passively, which raises concerns about the network performance impact. The authors also tailor their layout very specifically to a business deployment, where they utilize a dense array of desktop machines to act as sensors. This facility is unlikely to be available in all but the largest corporations.

### 17.4.5.1 Data Collection Methods

The third column in Table 17.7 identifies which publications utilize passive or intrusive data collection. Intrusive data collection is performed either in-line or is resident within the device that is to be monitored. Thus, the monitoring activities performed by this approach can impact on the data that is collected [58]. This effect was quantified in [59] in which the open source data collection software TCPDUMP, running on a WLAN AP, was seen to consume 38% of the CPU resources. An effect this large clearly impacts on the ability of the AP to process frames and handle clients. This influences the traffic produced by the device in normal operation, and thus the traffic cannot be considered truly realistic and reflective of the network in question when observed in this fashion, quite similar to the Heisenberg principle. In publications in which the criteria for a data collection system is considered [9,32,58,60], minimizing the influence (particularly regarding processor overhead) on the network traffic is a key principle in all cases.

The alternative to invasive monitoring is passive monitoring, in which data is collected without influencing the network. This is usually achieved through deploying additional monitoring devices within the vicinity of the WLAN device. This approach has further benefits [60], including isolating the monitoring station from the influence of host compromise. The major drawbacks of this collection tactic are that it cannot be used to monitor cryptographically protected data and that
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**TABLE 17.7**

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Data</th>
<th>Access Required</th>
<th>Equipment List</th>
<th>Layout Diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yildiz et al. [51]</td>
<td>Lab testbed</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Haddadi and Sarram [34]</td>
<td>Campus</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Liu et al. [12]</td>
<td>Lab testbed</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Tao et al. [28]</td>
<td>Lab testbed</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rachidi and Benslimane [45]</td>
<td>Lab testbed</td>
<td>Unknown</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Stone-Gross et al. [52]</td>
<td>Conference</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Deshpande et al. [42]</td>
<td>Lab testbed</td>
<td></td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Ma et al. [26]</td>
<td>Campus</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Karrer et al. [40]</td>
<td>Live</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bianchi et al. [53]</td>
<td>Lab testbed</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Fayssal et al. [17]</td>
<td>Lab testbed</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Watkins et al. [54]</td>
<td>Lab testbed</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Liu and Yu [16]</td>
<td>Lab testbed</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Gill et al. [18]</td>
<td>Lab testbed</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Bahl et al. [55]</td>
<td>Live</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Franklin et al. [11]</td>
<td>Lab testbed</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Yamasaki et al. [56]</td>
<td>Lab testbed</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Na et al. [47]</td>
<td>Live</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Dokas et al. [57]</td>
<td>Campus</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

a Does not capture layer 2 traffic.
b Custom testing tools employed.
c Data collected on LAN side, not WLAN.
the data streams seen by both the monitor and the sensor may not be identical. To fill these gaps in knowledge, some assumptions or inferences from the network data may need to be made [13,61]. Thus, decision between the two approaches is a judgment call between fidelity and completeness of the data sets. In the majority of publications (12/18) in Table 17.7, the tactic used is to invasively monitor traffic.

Columns 4 and 5 in Table 17.7 identify the works that publish equipment lists for experiments and provide layouts of equipment used to generate data for their results. In data collection in particular, both of these issues are important as they directly impact on the ability of other researchers to replicate the systems used. Replication is important for two reasons,

1. Allowing researchers to copy existing systems rather than reinventing the wheel
2. Allowing researchers to recreate the conditions of experimentation in order to replicate and validate results

Scientific advances rely on reproducibility of results so that they can be independently validated and compared [36]. Evasion of this condition of replication is often found in engineering as espoused in [62] and shown by the data in Table 17.7 in which only a minority (5/19) provide this information.

Lack of information in publications is not the only barrier to replication; reliance on unavailable tools and software is also a barrier. In [42], a custom packet-capture software was written; in [18,55], custom testing tools were developed; and in [17], custom hardware was designed to facilitate testing. These additional factors in publications can impede replication. Often the reasons for this are simply that collection systems are designed to be used once and not in multiple locations or at multiple times [62]. In order for this case to be reversed, then research systems need to be designed and deployed with replication and reuse as criteria. Testing in multiple environments helps to validate the consistency and robustness of results [11]; however, this is very rarely undertaken in WLAN publications.

17.4.5.2 Impact of Testing Environment

It has been established that the location in which an AP resides can have an effect on the performance of that device, hence testing in multiple network locations is important for ensuring the fidelity and reliability of results [48]. In particular, seasonality and time are two factors that affect the results of an experiment [5]. It has also been observed that wireless networks have non-stationary traffic characteristics [64]. This effect is a negative attribute for training data, for example, where it is considered only a snapshot of an environment and may not be accurate as time goes on. Thus it has to be repeated to be made relevant for each new deployment [28].

Another factor that can impact on the relevance of data collection and the results from it is the lack of diversity in testing environments. Many campus and conference networks are the chosen sites for monitoring deployments; however, other locations have been tested in both academia and industry. Both [28,55] investigate using data collected from business environments. In [17], the authors argue that the reliance on academic data sets in research is matched by the bias of industry data collection solutions toward enterprises. Other networking environments have been excluded from investigation, such as home networks, espoused in [63]. Only through actively gathering information in new areas can inferences about their operation and security be garnered [50]. In public facing environments for example, deployments must also consider aesthetics because the equipment will have to blend in with existing facades [64].

17.4.5.3 Privacy

One of the largest barriers to utilizing real-life data is the concern of safeguarding user privacy. Internet traffic, specifically the data portions of packets, contains identifying information, which
may be used to link the data back to the original user. This is also possible using IP addresses of users because some users can hold static IPs. Even when dynamic IP addressing is employed by ISPs (Internet service provider), this is no guarantee that the address is going to vary consistently.

In mesh networks, it has been shown that community contributors to the mesh can be very apprehensive about sharing traffic and personal data with each other. The authors in [59] investigate and establish that users may be more amenable to accepting packet header inspection but are averse to deep packet inspection. In [65], the authors propose a cooperative intrusion detection system but identify one of the major barriers as the lack of trust between owners. Thus, in enterprise situations, owner privacy must also be taken into consideration as in a cooperative system they are considered highly unlikely to be willing to share data about systems or policy.

One solution to the issue of privacy of data is to restrict the collected information to layer 2 management frame data [64]. This information has been shown to be useful for detecting WLAN attacks [61] but does not contain user identifiable or private data and is broadcast in plain text.

17.5 SUMMARY

WiFi networks are progressively being deployed in public, enterprise, and open access environments to provide greater accessibility for users. WiFi fundamentally differs from Ethernet at the physical (layer 1) and medium access (layer 2) layers. This means that WIDS have additional challenges, unique to 802.11 networks, which are not present for their wired counterparts. This chapter has investigated three of these challenges:

17.5.1 ATTACKS SPECIFIC TO WiFi NETWORKS

The catalogue of unique WiFi attacks has been distilled into three rudimentary 802.11 attack types: denial of service, encryption bypass and AP masquerading. Each of these attacks allows the attacker a different level of control over the network; control of the access medium, control of data confidentiality, or control over network access. This chapter has described the current capabilities and research for these three attack categories.

17.5.2 THE EFFECT OF DEPLOYMENT ARCHITECTURE ON WIDS PERFORMANCE

Due to the additional challenges in moderating the use of a wireless medium, deployment of a WIDS in different locations can have an impact on the WiFi traffic available for detection purposes. Choosing the correct architecture for a WIDS is of particular importance to the performance of the system although this is very rarely broached in research work. Although there are many different ways that a WIDS could conceivably be constructed, for the purposes of this chapter, three network topographies have been developed: home, enterprise, and open access (public). A comparison of these topographies has demonstrated that WIDS deployment environments can be separated by four characteristics: access knowledge, user behavior, equipment, and security threats.

17.5.3 THE IMPORTANCE OF LIVE DATA IN WiFi RESEARCH

One of the most important aspects of generating accurate, reliable, and replicable results in research is ensuring that conclusions are based on sound data sources. Data sources in research generally fall into the following four categories: baseline, simulations, traffic generation, and live networks. This chapter has outlined some of the characteristics, positives, and drawbacks of each data source. The chapter concludes by advocating that collection of WLAN data from live network environments is a challenging endeavor, but one which presents many opportunities for future WiFi security research.
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18.1 AUTOMATION SYSTEMS

This section first introduces automation systems in general and then describes why automation systems are traditionally insecure by regarding the history of automation systems. The security mechanisms applied in traditional automation systems are weak if found at all. As long as automation systems have existed as isolated islands, they were reasonably well protected because physical access to the systems was needed to launch an attack. Recently, more and more automation systems are connected via the Internet to centralized control centers and also wireless networks are becoming more common in the automation world. In particular, the integration of wireless components leads to new attack risks due to the exposition of data beyond the visible borders of plants. Standard PC hardware and Ethernet are now used in automation systems. Those widely used technologies
also have their own but well known vulnerabilities which make automation systems to better targets for possible malware and hacker attacks.

The most common security issues and their reasons are detailed in this section by regarding the structure and conditions in automation systems compared to normal IT networks. Threats to automation systems include unauthorized access through Internet connections, virus attacks, accidental misuse, hacker attacks, espionage, and so on. We explain widely used attack entry points for attacks on automation systems and important information security goals that have to be achieved in automation systems to secure them. Most people believe that they are not attacked by anyone. To show that the danger is real the last section focuses on known documented attacks on automation systems and their consequences.

18.1.1 Introduction to Automation Systems

An automation system is used to control industrial processes, such as the production of chemicals or medicines or production lines, for example, for car or sweets production. They are also used in critical infrastructures for water processing or energy generation that may be widely spread infrastructures, such as water supply systems or energy grids, or localized infrastructures, such as bio gas or atomic plants. Automation systems collect measurement values to monitor the progress of the production process and to control it by driving different actuators, switches, or valves automatically or in a predefined order.

Such systems consist, in general, of several sensors (S) and actuators (A), control units, human-machine interfaces, computers, and maybe other devices. An industrial network (fieldbus) connects the sensors and actuators to these devices and to the process control system (PCS). The structure of an automation system is shown in Figure 18.1. All process parameters that are needed to control an industrial process are obtained using the sensors that deliver their values to a control unit. In most cases, the control unit is a programmable logic controller (PLC). The PLC is a device that was programmed to control equipment, such as pumps, valves, robots, and so on, to automatically intervene in the industrial process by predefined rules. Depending on the sensor values, the control unit automatically switches valves on or off, changes pump speeds or movements of robots, or does anything else to influence the process in such a way that the process matches its predefined parameters. The control unit additionally sends the current process information to the process control system and receives commands from it.

Automation systems can be regarded as event systems. The state of an automation system is represented by the operation of the automation devices, and thus, it is influenced by the state of the controlled technical process or production line. Changes to the state of an automation system may be triggered by changed measurement values, commands, or alarms. An attack, which can be a malicious command or a changed sensor value or something else, can also cause state changes and, therefore, accidentally trigger events.

![FIGURE 18.1](image_url) Structure of an automation system.
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FIGURE 18.2 Automation system events.
Occurring events may be identified and arranged in different event groups that help correlate them. Assuming that all events can be derived from a “global event,” one can define different event groups, such as “structure change,” “state change,” or “behavior change,” as shown in Figure 18.2. A “structure change” can be any change of the structure of the automation system, such as bringing in or removing a component or changing the configuration or parameters of a device or module. The “state change” event may be a change in the operation state of a device or the fieldbus. That can be any transition from run to stop, clear, memory reset, or the breakdown of a device or module. As an example, the control unit may communicate a state change with the broadcast of a global announcement message if the bus changes its state between normal operation, bus failure, or failure, and also when timing problems occur. That means packets get lost, collide on the bus, or do not meet the timing requirements. “Behavior change” events may be triggered when the communication between a control unit and devices changes in an unusual way. Examples can be corrupted or malicious packets on the bus, a packet that contains an unspecified sensor value or command, or a sequence of commands in an unexpected order or time interval. Malicious packets can, for example, have wrong content, a wrong size, or be sent at the wrong time or too often. The detection of events is important as is their temporal occurrence.

Some events can already be derived from the alarm messages that are created by the devices. Such predefined alarms are triggered if an unwanted state was detected by the device. To correlate these events, they have to contain substantial information about the concerned device, such as device number, name or address, triggering module, specified value, current value, and so on. That also depends on the manufacturer of the automation device because special customized alarms can be implemented apart from using the predefined standard alarms.

A proper intrusion detection system (IDS) has to identify and correlate all events that occur in an automation system and to separate them from events that are accidentally or intentionally triggered by attacks. In order to detect attacks, an event correlation has to be implemented within the intrusion detection system. In comparison to other networks, the behavior of automation systems is more predictable due to existing rules that have been already implemented on the control units. Fortunately, there is no heavy load change in standard automation systems compared to normal IT networks because the devices are mostly polled by the control unit at specified time intervals. This means, apart from systems startups in which a lot of asynchronous traffic is created, the load in normal operation is nearly constant. Mostly synchronous traffic is produced that uses request/response sequences in a fixed time interval. The number of devices on the bus will also not change during operation apart from possibly hot-plugged devices.

The difficulty is to distinguish between valid events, such as changed measurement values, commands, or alarms, and malicious events, such as invalid process parameters, wrong commands that disturb the process or damage equipment, and false or missing alarms. Depending on the order and time of the occurrence of malicious events and their origin, an IDS can be programmed to distinguish between valid and malicious events (accidental faults, malware, or attacks).

18.1.1.1 History of the Development of Automation Systems
To understand why security functions have not been implemented in traditional fieldbuses, one has to consider the history of the development of automation systems. The first automation systems were highly customer-specific, and the circuits were directly connected to each other and to the sensors and actuators in parallel. Later, the analog parallel connections between devices were replaced by serial digital communication that highly reduced the cost and maintenance effort for the connections and improved the robustness against electrical disturbances. This allowed systems to spread over wide areas, such as found in power grids or water supply systems today. At no time, information security functions were considered necessary because all systems were closed, highly proprietary, and very difficult to operate.

Ethernet-based industrial networks are used for a few years, and automation systems are gradually connected to an increasing number of different other networks to speed up the information
flow and to optimize operation procedures. Industrial Ethernet supports a number of information security features and provides other improvements. It is now possible to change parameters and settings of devices from central control sites through the network that unfortunately also enables remote attacks. Standard PC hardware and software is increasingly used in automation systems and raises their attractiveness to attackers. Together with Ethernet-based communication networks, they offer high flexibility but also bring in widely spread or well-known vulnerabilities. WLAN access points and wireless sensor networks find their way into automation systems and add an additional number of new vulnerabilities. Because the air is a shared medium, every bit sent through the air may also reach people behind the factory borders. Hence, the automation network is theoretically accessible for everyone in the close proximity. In consequence, more and more automation systems are exposed to malware or hacker attacks.

To protect automation systems from other networks, gateways and firewalls are installed. A number of incidents that occurred in recent years show that this security measure is not sufficient. The majority of automation systems still operate with traditional industrial networks without even basic security features. This particularly affects widely distributed systems while the number of attacks on automation systems grows each day. An attack can have serious consequences for people and the environment. Because the networks, in general, get larger, the number of interconnections between them is also increasing and sometimes unknown. That is a common source for unauthorized access.

18.1.1.2 Security Goals in Automation Systems

To cover security measures means to achieve important information security goals within automation systems. The three main information security goals in IT systems are integrity, confidentiality, and availability. In contrast to normal IT systems, the requirements for automation systems are often safety, reliability, and availability. At a first glance, these goals seem completely opposing except from availability. On closer consideration, information security can affect safety. That puts the information security goals on a par with safety and leads to five main security goals for automation systems: integrity, confidentiality, safety, reliability, and availability.

To ensure integrity and confidentiality, at least the following security mechanisms have to be applied: encryption of data, integrity check for packets, authentication of the communicating partners, and authorization management. Even without consideration of the three last points, the secure and fast encryption of data is possible but already challenging. A lot of industrial networks still do not support any encryption mechanisms.

18.1.2 Security Issues in Automation Networks

Automation systems differ from normal IT networks in their structure, communication mechanisms, and operation, in particular, traditional non-IP based systems, such as Profinet or Modbus. Most automation systems operate by using continuously repeated request and response sequences that are triggered by the control units. At a first glance, it seems to be difficult to manipulate or attack an automation system. The system’s behavior depends on the control units that have to be reprogrammed with a new firmware to change it. That also means if an attacker wants to change an automation system’s behavior, he has to find a way to reprogram the firmware of a control unit without the awareness of the user. However, the Stuxnet worm attack showed that this is possible. In fact, automation systems are vulnerable against attacks that do not require a firmware reprogramming. That can be achieved by blocking SCADA traffic to the control units or by disturbing automation equipment in another way, for example, by sending commands to them that bypass the control units. Reasons why this may be possible can be poor security management or old hardware and software that are used within the automation system.

Security is an economic factor, most notably in small businesses or local critical infrastructures. Their operators often have little to no security knowledge and are not aware of possible attacks and, therefore, do not involve any security experts or advisors. Information security is, in a lot of cases,
not regarded as very important but expensive and sometimes completely unnecessary for automation systems. Even in large companies, the existing security mechanisms can often be improved by well thought out security management. In addition, the network logging is often poor, and backup strategies are missing. Hence, belated analyses of attacks are difficult or impossible. The correction of these issues or even the awareness of an existing problem can already improve the overall system security.

It is a matter of common knowledge that a system is as secure as its weakest point. That may be a gateway or firewall, a PC within the office network, a wireless access point, a programmable logic controller (PLC) that provides services through an integrated web server or another device within the network. A gateway or firewall is frequently exposed to attacks through the Internet and also is a single point of failure. The whole network that is secured by the gateway or firewall is completely insecure if these devices are bypassed by an attacker. This might be achieved by a DNS attack or stealing or guessing access credentials. There are often no additional physical or social security measures taken apart from firewalls and gateways. However, firewalls also do not protect against infections by other routes, such as wireless access points or dial-up modem connections. The attack on the sewage works in Queensland in the year 2000 was, for example, executed wirelessly. And in 2003, the Slammer worm bypassed the installed firewall of a nuclear plant in Ohio, USA, by using a T1 line to infect the internal network. These incidents are discussed among other attacks in Section 18.1.4.

Over time, a lot of the used automation devices evolve to weak parts of the network. They are not exchanged because of their long lifetime that lasts up to 30 years and for economic reasons. A large number of existing installations of industrial automation systems therefore suffer from a lack of up-to-date information security functions. Examples can be quickly found in traditional automation networks that mostly have no or few authorization, encryption, and authentication features today. Nearly all systems lack secure key exchange protocols and automatic key management. This also includes newer devices because key exchange and key management protocols were defined as optional instead of mandatory in existing automation standards.

Unfortunately, it is not possible to always resolve all security issues. There will almost always be still a lack of security features left for the automation network because of the long lifetime of the devices. By the growing number of different attacks, it is just a matter of time when an automation system is attacked. An intrusion detection system helps to detect attacks inside the network that were not covered by other security mechanisms. A preceding risk analysis is at least useful for critical infrastructures. Many companies also demand a cross-network security mechanism that reaches beyond the borders of the control network and includes the control units. An intrusion detection system that is adapted to the requirements of automation systems can also fill that gap. Section 18.2 introduces intrusion detection systems for automation systems in detail.

18.1.3 Attack Entry Points

Ethernet connections to the office network or the Internet are common entry points for attacks on automation systems, but they are not the only source of infections. Further sources of infections are wireless systems, VPN connections, telecommunication networks, dial-up modems, and more. A summary of different infection ways can be found in [1]. As already mentioned, the attack on the sewage works in Queensland was, for example, executed over a wireless access point. In fact the Slammer worm attacked various plants through different connections [1]. The worm infected its victims at least by using a T1 line that was connected to a contractor’s network, a VPN connection, a laptop, and a dial-up modem.

VPN connections for the remote access to devices can also cause security issues. Newer security approaches use smart cards with a security token to additionally protect such devices against unauthorized external access. However many attacks, including accidental attacks by potential misuse, are triggered in-house.

Devices that offer web services can, for example, represent serious additional attack points. A number of programmable logic controllers (PLC) are online accessible and provide services and
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information about connected equipment using web services. Tests of Parker and Pollet [2] have shown that it is possible to access some of the web interfaces via Google or other search engines although they should not even be findable. These interfaces are sources for possible attacks because some of them are not protected by a password, the password is very weak, or the password can be easily found by a simple search routine in the internal network of the company or the vendors.

Parker and Pollet [2] have found web interfaces of automation equipment, for example, a transformer running an electricity substation, that were online accessible and very poorly protected. In this way, attackers can easily obtain information about parts of an automation system’s structure, the control device, and the connected equipment. If they discover the address of the control device in the automation network, they can start serious attacks by sending commands to it that disturb or destroy the connected equipment.

18.1.4 Known Attacks and Consequences

The white paper on industrial automation [3] comprehensively describes weaknesses of traditional and IP-based industrial networks and how to disturb them. Boyer [4] also shows security issues in smart grids. In the end, a lot of security incidents result from weak passwords and poor data protection. Common threats and vulnerabilities and known incidents are documented in the Guide to Industrial Control Systems (ICS) Security [5] and by other authors [6] that help researchers to develop security measures. The majority of attacks are not made public by the affected companies for fear of a loss of reputation. However, this prevents the proposal of solutions by researchers. Some well-known examples of attacks on automation systems are discussed below.

The Stuxnet worm was designed to disturb Iran’s nuclear program [7]. In 2009, it was found attacking a nuclear enrichment facility in Natanz, a nuclear plant in Bushehr and, according to (maybe unreliable) reports, a plant in Hormozgan in 2012. By the attack on the nuclear enrichment facility in Natanz, Iran, Stuxnet destroyed the centrifuges that were installed there for the uranium enrichment. The worm started a man-in-the-middle attack on the uranium centrifuges by sending destructive commands to the frequency converters for the centrifuges and information with wrong conditions indicating that the centrifuges are working correctly to the SCADA PCs. Thus, the centrifuges seemed to be working correctly to the process control system but instead were throttled and accelerated to not produce any enriched uranium until the mechanical destruction of the centrifuges.

The Slammer worm was one of the fastest spreading worms ever found. In 2003, Slammer attacked various plants through different connections [1]; among them was a T1 line, a VPN connection, a laptop, and a dial-up modem. By the attack on the nuclear plant in Ohio, USA, the worm spread from a contractor’s network through the T1 line to the internal network of the plant. The infection slowed down the internal network and caused a crash of the safety system. A redundant analog safety system was fortunately not affected by the Slammer worm.

The sewage spill in Queensland, Australia, was caused in 2000 by an attacker [6]. He hacked into the system using an insecure wireless network and caused a spill of a huge amount of sewage into a river and a park by switching pumps on and off and disabling alarms.

In summary, it can be said that the protection of automation systems should be carried out in three stages. First, basic physical and organizational security measures have to be made, such as firewalls, multi-level network design, setup of security zones, proper security management, and setting up a DMZ. Second, software-based security measures should be taken, such as the elimination of vulnerabilities, software updates, or hardening devices. And, at least for critical infrastructures, the installation of a monitoring system in form of an intrusion detection system is useful.

18.2 Intrusion Detection Systems

Automation systems are essential for our modern society because they are used for all kinds of production and process control and in critical infrastructures that are essential supply systems. A
malfunction of automation systems can have serious consequences for their environment in case of a critical infrastructure for huge parts of the society. As learned from the example incidents discussed in the past sections, it is evident that information security directly influences safety. The mentioned incidents showed that it is possible to attack plants even if they are protected by state-of-the-art security mechanisms just by finding an unknown or unguarded attack entry point. At least for critical infrastructures or for the protection of valuable assets, it is useful to install an additional intrusion detection system (IDS) to detect attacks that were not covered by other security mechanisms.

This section introduces intrusion detection systems (IDS) for the protection of automation systems and wireless sensor networks that are more and more becoming part of automation systems. Wireless devices are increasingly used to save costs for wiring in automation networks and to benefit from the flexibility they provide. Wireless sensor networks consist of several distributed sensors that communicate wirelessly and act autonomously. Their number can reach from a few to hundreds. Thus, they can help to create even more distributed automation systems in the future with reduced fieldbus traffic and more distributed and autonomously acting computing power and intelligence. It is just a matter of time that large wireless sensor networks are widely used in automation systems. For the moment they still suffer from energy problems and real-time requirements.

Due to the different requirements on IDS in automation systems and WSN compared to normal IT networks, existing intrusion detection solutions cannot be used without adaptations. In many cases, the design of a new IDS solution is necessary. Because automation systems and wireless sensor networks are highly specialized to their task, the implementation of intrusion detection systems can be challenging. Therefore, the first part of the section gives an overview about existing intrusion detection methods. IDS design requirements and limits are discussed regarding automation systems and wireless sensor networks in the middle of the section. Information on the design of intrusion detection systems in special regard to wireless sensor networks is presented in the last part. The section closes with a discussion on novel approaches toward IDS solutions.

18.2.1 IDS in Automation Systems

Intrusion detection systems for automation systems are necessary, but they are challenging with regard to many aspects. There are several IDS products available for Ethernet-based communication, for example from Cisco, Symantec, McAfee, Juniper, ISS, or Fortinet. As mentioned in the last section, the operation of automation systems, however, differs from that of normal IT networks. Known IT security mechanisms cannot be applied in the fieldbus area without major adaptations. In contrast to normal IT systems, the applications in automation systems are time critical. Continuous processes require constant availability of data. The information flow has to be fast with low response times; failures and reboots have to be avoided. This guarantees safety, availability, and the protection of equipment (PLCs, machines, products) at all times. Because the lifetime of automation devices is by a factor of three to five higher (approximately 20 years) than that of normal IT systems (three to five years), a lot of traditional non-IP based fieldbuses are still in use, but most available IDS products were designed to run on IP-based protocols.

Wireless sensor networks are increasingly integrated into automation systems. Available standard IDS products are not applicable to WSNs either due to hardware limitations. Wireless sensor nodes are low power devices with limited energy resources. The structure of WSN is also completely different to automation systems. Wireless sensor networks consist of loosely coupled sensor nodes with unreliable radio links whereas automation systems are coupled by a highly reliable and fast industrial network. Both are compared in Table 18.1. Existing intrusion detection solutions for WSNs are mostly developed for a specific protocol, such as AODV or OLSR that makes them hard to reuse for other systems. Therefore intrusion detection is still not very common in such networks.

As it is hard to find IDS solutions that support the fieldbus area of automation systems or wireless sensor networks in general, it is even worse to find an IDS solution that can support both. Automation systems and wireless sensor networks are quite different in their behavior at a first
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It is, however, possible to design customized IDS solutions by paying attention to a possible later use with integrated wireless sensor networks. Currently available microcontrollers that are used in automation devices and WSNs have enough computing power to run at least simple customized intrusion detection systems. A solution is proposed in Section 18.2.3. It can be assumed that the computing power increases and the energy consumption of microcontrollers further decreases with upcoming new technologies. This allows more complex intrusion detection systems, but more research is needed for advanced intrusion detection solutions.

Known IDS solutions are still restricted to areas outside of the sensor level although distributed IDS solutions that also involve the sensors and actuators would be beneficial. A distributed IDS in automation systems would, for example, directly allow the verification of entered and performed commands. Moreover, it would be well prepared for future use with wireless sensor networks. Because automation systems can be regarded as distributed event systems, they share this important property with wireless sensor networks. This knowledge can be used for the design of an IDS solution that supports both structures at the same time.

### 18.2.1.1 IDS Preconditions

As mentioned in Section 18.1.1, the control units inside automation systems continuously gather process information using sensors and control the industrial process by driving actuators after following predefined rules. The control units can only work in the way intended if the following requirements are fulfilled:

1. The process operation is sufficiently understood.
2. All predefined rules and process parameters sufficiently characterize the process operation.
3. The control program of the control unit (PLC) was correctly implemented and matches the predefined rules and process parameters in every case.
4. Connected sensors and actuators deliver correct and accurate values to the PLC.
5. All connected sensors and actuators behave as expected by the programmer of the PLC (according to the specification).
6. Values and commands to and from the PLC are not changed on their way between sensors, PLC, and actuators.
7. The values and commands are delivered fast enough to control the process (the reaction time of the automation system has to be shorter than the reaction time of the controlled process).

If any of the above requirements is not satisfied, the process can possibly not be controlled in the way intended. Each of the above stated points needs highly specialized knowledge about the industrial process, automation system, and IT infrastructure. In fact, only point 1 cannot be influenced by external threats. The following lines give an overview of possible threats to the mentioned points, indicating the point by repeating its number:

1. Malware changes predefined process parameters to disturb the industrial process.
2. The control unit is reprogrammed with a malicious firmware.
3. A sensor or actuator is infected with a malware and now delivers incorrect values.

<table>
<thead>
<tr>
<th>Type of Network</th>
<th>Availability</th>
<th>Speed</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT network</td>
<td>High</td>
<td>High</td>
<td>Middle</td>
</tr>
<tr>
<td>Industrial network</td>
<td>Very high</td>
<td>Middle</td>
<td>Low</td>
</tr>
<tr>
<td>Wireless sensor network</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

(From Table 18.1: Common Network Properties)
5. Malicious devices do not behave as expected.
6. A malicious device changes sensor values or commands.
7. Malware disturbs the internal network.

In fact, the Stuxnet attack on the uranium enrichment facility in Natanz, Iran, let four of those mentioned threats occur. Although difficult to achieve, Stuxnet changed the PLC programming software WinCC to produce malicious PLC firmware and program it to PLCs (3) that controlled the uranium centrifuges. This caused a man-in-the-middle attack on the centrifuges by changing the control commands to them (6). The centrifuges and the PLC did not behave as expected (5). Stuxnet changed the predefined rotation speed of the uranium centrifuges (2).

The problem with those kinds of attacks is that an intrusion detection system for automation systems is able to detect the changed behavior of devices by observing changed sensor values, control commands, or unusual access attempts depending on the network structure and the implementation of the IDS, but it cannot detect if a device was infected nor if an attack is currently going on. The conclusion that a device was infected by malicious software or an attack occurs still has to come from the user of the IDS.

For the IDS, it does not have to matter if the devices are connected by wire or wireless to each other because wireless sensor networks become part of automation systems. The intrusion detection system has to work precisely to detect any malicious devices because a single captured device may be sufficient to seriously attack the network, and it is possible to attack only selected devices. IDS solutions that reach beyond the borders of automation systems could help to detect single attacked devices more precisely.

18.2.1.2 Requirements for IDS in Automation Systems

IT networks, in general, face a variety of internal and external threats. An IDS for Ethernet-based communication needs to be at least fast enough to handle large amounts of network traffic. Because a lot of different protocols and services are in use, an IDS needs to be flexible and should deal with changing behavior of devices. The kind of traffic created within the network depends on the behavior of users, routing algorithms, load balancing, and other factors.

In contrary, automation systems have to be protected properly over the long lifetime of the devices. IDS for automation systems should not influence the operation of process devices and pay attention to safety considerations. To support the integration of wireless sensor networks, an IDS has to tolerate unreliable connections that are typical for those loosely coupled networks. Unreliable wireless links between the sensor nodes cause varying speed rates and latencies. Therefore, single wireless sensor nodes or wireless network parts may be only temporarily available in the automation network. That makes the existence of self-healing mechanisms necessary and leads to alternating communication paths within a wireless sensor network. Future applications of WSN may also include more mobile nodes or changing behavior of nodes that has to be considered for the design of IDS. For the integration of WSNs into automation networks, it is demanded by customers to connect the IDS to the existing visualization and process control system if possible. This may be achieved by exchanging data using OPC interfaces or by implementing the IDS or parts of the IDS as a field device.

As described in [8], it is expected that future third-generation automation systems have a more open system structure, use open protocols, and are linked much more to other networks, in particular to the Internet. This leads to more service- or event-based architectures with real distributed intelligence [9] and increased computing power of field devices. It can be expected that wireless sensor networks then can themselves process and provide information about the current process that enables even more distributed automation structures. Future intrusion detection systems also have to consider possibly mobile field devices or sensor nodes. Apart from unreliable radio links to mobile devices, it can be assumed that these devices work cooperatively due to increased computing power and accelerated wireless technologies.
18.2.2 **STATE-OF-THE-ART INTRUSION DETECTION SYSTEMS**

Different system models for IDS are available; the oldest is the host-based intrusion detection method. There, an IDS is installed on a host that analyzes the internal state and behavior of a system. This includes the resource access of programs, traffic targeted to the system, or states of specific data in the memory of the system.

The whole network traffic is scanned using network intrusion detection systems. Network intrusion detection systems analyze the network traffic to find unauthorized or malicious activities in the network. In most cases, this is done by a device or computer that is placed in a central position of the network or, in the case of an intrusion prevention system, near the firewall. Therefore, most existing IDS solutions are centralized approaches. This means that devices cannot evaluate correct behavior by themselves. Therefore, current centralized IDS solutions that just scan the network traffic for attacks may be insufficient.

A combination of both methods may be useful and is partly used today but depends on the application. If each device in an automation system or WSN is additionally equipped with a small IDS, decentralized approaches are possible that enable every device to decide independently if it is attacked or not. In this case, the IDS then needs some knowledge about the application of the device to prevent attacks. An application-layer IDS, such as AppSensor [10] is a good starting point for those IDS implementations. In the next step, distributed IDS components could be designed as cooperating objects that communicate about collective security goals and detected malicious contents.

18.2.2.1 **IDS Detection Methods**

The ideal intrusion detection system has a detection rate of 100% for attacks and does not create false alarms. In reality, all IDSs are dependent on the used detection method in each case and, therefore, produce more or less false alarms and may not be able to detect all attacks. The most used detection mechanism for current intrusion detection systems is the rule-based or signature-based detection, but there is an increasing number of anomaly-based (behavior-based) detection mechanisms [11].

A *rule-based* intrusion detection system uses known signatures (or patterns) to detect malware or attack schemes by predefined rules or filters. The network traffic is continuously scanned to find matching signatures. These are known temporal occurrences of packets and specific traffic data of already analyzed malware or attack schemes. A rule-based IDS continuously needs rule or signature updates. A lot of currently available IDS solutions for Ethernet-based communication use a rule-based IDS. Predefined signature sets and rules are continuously created by the vendors. Common free IDS products for Ethernet-based communication are, for example, Snort [12], Bro [13], OSSEC [14], or Samhain [15]. Commercial products are available from Cisco, Symantec, and other companies.

Rule-based IDSs work well against known attacks with low false-alarm rates. They also create a higher false-negative output for new attacks (attack not detected) because they cannot detect new attacks as long as their signature is not similar to known ones. This is due to the fact that the signatures set is never really up to date because new incidents or malware first has to be analyzed by the vendor or community to create new signatures. The IDS needs to be frequently updated to be prepared against the latest attacks and malware.

One of the most famous rule-based IDS for Ethernet communication is **SNORT** because it is powerful and available for free. Snort and similar IDSs sniff the whole network traffic using the promiscuous mode of a network device and compares it with characteristic patterns of known attacks. **SNORT** can be used to prevent attacks by blocking network traffic according to fixed rules (intrusion prevention). SNORT is platform independent, but the existing signatures cannot be applied to traditional fieldbuses and WSN without adaptions because the used protocols for WSNs and traditional fieldbuses differ a lot from the IP-based solutions. SNORT and its relatives also need a certain amount of computing power and memory to store the signatures. The more signatures are
added, the more memory is needed. The detection speed also may decrease the more signatures have to be compared. That memory and computing speed are usually not available in small field devices and on wireless sensor nodes because these devices have low computing power. This disqualifies SNORT and similar IDS for applications in wireless sensor networks (WSNs) and small field devices. The distribution of the signatures would increase the energy consumption of wireless sensor nodes as well as the traffic in WSNs. In general, the amount of data transferred in WSNs is low compared to the size of a signature set for a standard IDS for IT networks.

Currently, available IDSs for WSNs mostly use other rule-based approaches [16] to detect attacks. Some use an initial learning phase to train the devices in the network for correct IDS behavior; sometimes the final decision is taken by a central station. Devices that do not behave as expected are considered as malicious and are excluded from the routing. For all current approaches, correct behavior is what is considered to be correct by other devices. The reliability of such assumptions can be increased by exchanging and evaluating them among communicating devices.

New IDS products for Ethernet communication are on the market that combine stateful packet inspection, rule-based analysis and statistical detection methods. However, there is nothing like this available on the market for WSNs.

There is a huge number of different anomaly-based intrusion detection methods, such as statistics-based anomaly detection, cognition-based methods, machine learning-based techniques, and other methods that are comprehensively surveyed in [11]. An anomaly-based intrusion detection system continuously analyzes the network traffic using a model that describes normal network traffic to detect unusual behavior. Incoming traffic is compared to the model that can be created using historical traffic data to find deviations in the packet flow or kind of data. The behavior model is either preset or needs to be learned during an initial adaption phase after the installation of the IDS. Anomaly detection does not need predefined rules or signatures because it can adapt to changing network behavior. Therefore it is able to detect new attacks without updates. This reduces the permanent effort for rule or signature updates.

Anomaly detection seems to be pretty well suited for IDS in automation systems because their behavior is known a priori. This means the detection of deviations of the predefined behavior is easy to do and produces almost no false positives. Any change indicates something bad; if it is not an attack, an unexpected alarm message caused the IDS to fire, which means there is a critical situation anyway.

18.2.2.2 IDS Limitations

Because an IDS continuously scans the whole network traffic it is always possible to overload it with a huge amount of packets or invalid packets. The IDS has to be fast enough to scan the network traffic, or packets will be dropped. Therefore, all intrusion detection systems are vulnerable against DOS attacks or packet insertion. Attack techniques on IDS are surveyed in [17] regarding insertion and evasion techniques.

Although the amount of corrupted packets in industrial networks should be low, they constantly occur and create traffic noise on the network. Common bit error rates in wired networks are around $10^{-12}$ to $10^{-15}$, which means one out of $10^{12}$ to $10^{15}$ bits is erroneous. In wireless networks, the bit error rate is $10^{3}$ to $10^{6}$ higher, which causes significantly increased traffic noise. Other corrupted packets are, for example, created by software bugs. Traffic noise can raise the false alarm rate of an IDS.

The behavior description (rule set, signature set, or behavior model) that is needed for the operation of an IDS cannot be 100% accurate as it is based on either insufficient knowledge about possible attacks or incomplete historical data. Due to this non-ideal behavior description and influences, such as traffic noise, the number of attacks may be significantly lower than the false alarm rate.

18.2.3 IDS Design for Automation Systems

There are three main problems when adding intrusion detection systems to existing automation systems. First, most devices use a closed firmware. For most of them, it is impossible to add any IDS
software components. Second, many automation devices have limited hardware resources and are not designed to run additional IDS software components without affecting their real-time capabilities. That restricts the simple implementation of IDS by adding software components on existing devices of the automation network. It is therefore necessary to create a network intrusion detection system by adding several hardware components to the network.

Because the network structure of large automation systems may be nested in hierarchical layers with different industrial network protocols, this can quickly become a complicated task. The designed IDS may consist of components that are distributed over protocol borders. This means that the IDS implementation for every used protocol may be slightly different according to the connected devices, but in any case, the hardware interface will differ a lot. For the creation of a distributed IDS, these components need to communicate with each other over protocol borders. Although there is sometimes a gateway functionality for automation systems available, most industrial communication protocols are not designed to support such systems. Therefore, an extra parallel network may be needed for the distributed IDS. Platform independent communication mechanisms, such as MessagePack [18], are available to quickly implement communication between components by providing a fixed interface.

Additionally, safety and reliability requirements have to be considered so that the IDS must not disturb the existing devices. As mentioned, the integration of wireless devices and WSN brings unreliable connections into the automation network that can cause continuous behavior changes of those networks parts.

**18.2.3.1 Limitations for IDS in WSN**

Energy consumption is the main problem in wireless sensor networks because most devices are battery-powered and therefore low power devices. This influences the whole design of a wireless sensor node: the available computing power, the range of the radio, and the reliability of the radio. Further factors depending on that are fluctuations of the radio range and latency, availability of services, and support of state-of-the-art security mechanisms. A lot of effort is made to save energy within wireless sensor networks by using sleep modes and reducing the availability of services as often as it is possible. This also means that the processor and radio should only wake up if packets are incoming that are intended for the receiver.

The main requirement of intrusion detection systems is, in contrast, that scans of the whole network traffic are continuously accomplished. It is hard to accomplish constantly reliable scans in WSNs in which the radio and processor shall sleep most of the time, the wireless network connection is not even reliable enough, and packet routes are changing over time. To compensate for this issue, the detection algorithms of the IDS and the management of the sleep modes have to be more intelligent. Also, the processor of the wireless sensor nodes has to be powerful enough to deal with its task as a sensor device with the running IDS and also with the incoming network traffic. This, in turn, depends on the number of neighbors in the wireless sensor network and also from the speed or polling frequency of the used communication protocol. For automation systems, most traffic is cyclic and, therefore, at least somewhat predictable for the implementation of the sleep management. Any optimizations on the sleep time also highly depend on the clock drift between the wireless sensor nodes. If the clock drift cannot be compensated, the sleep times have to be shorter, or more packets between sensor nodes will get lost because some radios may be still or again in sleep mode. This, in turn, consumes more energy. Some low duty cycle protocols for WSN have been developed [19,20].

Another problem in wireless networks is the vulnerability to disturbances on the wireless channel. Because the air is a shared medium, only one device can send data through the air at a specific point in time or the data will interfere with the data sent by other devices and be destroyed. This is true for a certain radius around the device because the transmission power decreases rapidly with increasing distance. Disturbances can be caused by objects that move or are located within the radio channel, weather conditions, other wireless devices [21] that operate on the same channel or by attackers that deliberately provoke them, also called jamming. By using jamming, an attacker can
immediately disturb the operation of wireless devices because the radio channel is at least partly blocked. This affects the reliability of the network and can therefore cause serious control problems if SCADA traffic is blocked or delayed. Jamming detection is a complicated task even if the jamming characteristic is known. Different mathematical models (random, reactive, periodic, constant) were evaluated for jamming detection [22,23], but some of them need so much computing power that they cannot be usefully applied on wireless sensor nodes. Among the available countermeasures are many packet-based metrics and metrics that rely on signal strength measurements. A lot of these metrics perform poorly or are not suitable for low power devices without adaptions. A well working lightweight jamming detection component using RSSI was introduced in [24].

18.2.3.2 IDS Design Using Additional Hardware
Due to closed firmware, an intrusion detection system can, in most cases, only be installed to an existing automation system by placing a number of additional hardware components into the automation structure as shown in Figure 18.3. They listen to the traffic on the automation network and gather information according to the behavior of the connected devices. Depending on the gathered information, the IDS components can decide if there is traffic that was caused by an attack or if they deliver the information to a central component that evaluates it further. If malicious traffic was found, the IDS can trigger alarms to the process control system.

18.2.3.3 IDS Design Using Software Components
Because most WSNs do not have a closed firmware, it is possible to simply add IDS software components to WSNs. To cope with the unreliable connections and temporarily available sensor nodes, it is demanded to place an IDS component at every node or at least on all central nodes. With this amount of IDS components, it is possible to implement distributed IDS out of cooperating components to increase the detection rate and to reduce the false alarm rate.

Available small expert systems can be used to create a simple custom intrusion detection system. These are systems that make decisions based on logic (and, or, not, equal, lower, greater, ...) and arithmetic operations (+, –, *, /) and preset rules. The expert system then returns the Boolean values true and false. The rules are used to create a behavior model for the IDS. This is an easy way to create an IDS that does not need an initial training phase but is able to learn because the rule set can be either predefined but also changed during the operation of the expert system. It is not difficult to create a predefined rule set for the expert system due to the mostly predetermined behavior of automation systems in comparison to normal IT networks.

FIGURE 18.3 Automation system equipped with IDS components (black rectangles).
One challenge hereby is the implementation of secure communication between the IDS components. There has been some research on cryptographic methods for low power devices recently. Secure methods, such as elliptic curves cryptography and AES, can be implemented on current devices and should be used.

18.2.3.4 Design Choices
The design of IDS for automation systems is complicated, and there are several different methods the IDS can use to detect attacks. First, the system model of the IDS system should be defined. As mentioned in Section 18.2.2, there are host-based and network-based approaches that can be combined to create a more effective IDS. The choice of the detection method may be the most difficult one. Even if most intrusion detection solutions use rule-based methods, there are lots of anomaly-based detection methods that were evaluated [11], most noteworthy the statistical- and cognition-based detection methods. The choice of the detection method determines the necessity of frequent updates and the possibility to detect zero day attacks. A simple solution for a cognition-based method that can be used in automation systems that contain WSNs was presented above. This solution can be implemented on devices with low computing power and memory and does not need an initial training phase.

18.2.4 Novel Approaches Toward IDS
Although the most available IDSs use rule-based methods, anomaly detection is used for some time. Czejdo [25] gives a good general overview of detection mechanisms. A comprehensive survey about existing anomaly-based intrusion detection techniques can be found in [11]. Additionally, a number of interesting recently found methods are presented below.

The approach of Czejdo [25] is a system for the extraction of anomalies that uses a learning feedback loop. Security data records are created from existing firewall logs. Thereby, event models are created from the logs that contain information about source, destination, time of request, and kind of request. The events are collected in tables and aggregated to summarized event tables in a hierarchical way in different levels and layers of aggregation. These levels are then searched for anomalies. The security data records are periodically updated with new events. This process is promising and can, with adjustments, be applied to automation systems. The adaptation could use a simpler model for automation systems because the temporal sequence of packets is more preordained.

Cárdenas [26] mathematically modeled a control system as a linear system and shows that attacks can always be detected if a behavioral description is available. Input and output behavior of the devices is compared with the help of the formulas. Amin [27,28] uses physical process data and presents a linearized shallow water partial differential equation (PDE) system. This calculates the flow of water in sewer systems that are usual for water utilities in order to derive vulnerabilities from it for possible attacks. The system was tested on a channel system in southern France. This approach shows that it is possible to derive vulnerabilities from the system behavior. This is a promising preventive measure to improve the overall security of a system if the approach can generally be transferred to all automation systems. The two approaches help to better understand and describe the behavior of automation systems.

Haack [29] describes an adaptive cyber-defense architecture based on swarm intelligence, agents, and humans in a hierarchical framework. The software agents control the swarm and form an interface for feedback by the human. They act autonomously, but the human can intervene at any time. A prototype of the system was built in an agent simulation framework written in JAVA. In automation systems, humans are yet involved in the feedback process because they control the HMI, process control, or visualization system. Unfortunately, this approach cannot be applied directly to automation systems because it consists entirely of software agents that cannot be integrated into the field level of most existing automation systems due to mostly closed firmware.
Fovino [30] analyzed the security state of a power plant in order to find possible improvements. Several attacks (DoS attacks, virus, theft of password credentials) are described, and their impact on the power plant is shown. Fovino claims that the communication protocol of a SCADA system is the core of the control system that is often unprotected and therefore vulnerable to attacks by malware that is exploiting the system’s weaknesses. In [31], Fovino proposes a state-based filtering system for SCADA protocols. It is based on a firewall to detect complex attacks that uses an internal system model of the SCADA system. The architecture is explained with reference to the Modbus and DNP3 protocol.

### 18.3 OPEN PROBLEMS

A comprehensive overview about the design of IDSs for automation systems was given in the last section. This section summarizes all the open problems that could not be covered in detail throughout the last section or are, in general, open issues.

There are two main design issues concerning automation systems that complicate the implementation of intrusion detection systems. One problem is that most available control units have closed firmware and therefore cannot be equipped with additional IDS software modules, which implies the placement of hardware components within the automation system. The other problem is that many different protocols exist for automation systems, and therefore, no standard IDS solutions exist that can be used for a large number of automation systems. This may change in the future because Ethernet-based industrial networks become more and more common. That offers a single basis for all implementations.

The IDS design for a WSN suffers from a large number of open issues. First, the used devices within a WSN are mostly low power devices that restrict the use of complex behavior models for IDS implementations. Improved detection methods for low power IDS systems are needed and, in particular, description methods for behavior models and methods show how to quickly and easily create behavior models. Unreliable connections between sensor nodes cause varying connection speeds, high latency, and latency jitters between wireless sensor nodes. In addition, these devices can be easily disturbed by other wireless devices and by jamming attacks. Few solutions that provide acceptable jamming detection algorithms and countermeasures for low power devices have been proposed yet. Because of all the above-mentioned issues, IDS systems for WSN are still not very common.

### 18.4 SUMMARY

This chapter introduced readers to automation systems in general and their security weaknesses and presented famous attacks on automation systems that have become known. Because the number of attacks on an automation system increases daily, additional security mechanisms, such as intrusion detection systems, are needed for automation systems, in particular for critical infrastructures. Wireless systems and wireless sensor networks become familiar in automation systems and bring new vulnerabilities into these systems. Therefore, intrusion detection systems for automation systems were introduced with special regard to wireless sensor networks. Their requirements and limitations were discussed in detail. Intrusion detection systems that were designed for IT networks are not applicable to wireless sensor networks due to hardware limitations. Only a few IDSs for WSNs are available, but these are not adaptable for use within automation systems. Thus, in most cases, IDSs for automation systems have to be developed from scratch. Design choices for IDSs were presented as starting points for building new IDSs for automation systems, and a solution for an IDS that supports a WSN within automation systems was proposed.
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19.1  INTRODUCTION

Wireless sensor networks (WSN) are emerging as both an important new tier in the IT (information technology) ecosystem and a rich domain of active research involving hardware and system design, networking, distributed algorithms, programming models, data management, security, and social factors [1,2]. The basic idea of a sensor network is to disperse tiny sensing devices over a specific target area. These devices are capable of sensing certain changes of incidents or parameters and of communicating with other devices. WSNs could be very useful for providing support for some specific purposes, such as target tracking, surveillance, environmental monitoring, etc. Today’s sensors can monitor temperature, pressure, humidity, soil makeup, vehicular movement, noise levels, lighting conditions, the presence or absence of certain kinds of objects or substances, mechanical stress levels on attached objects, and other properties. As such types of networks are composed of resource-constrained tiny sensor nodes, many research works have tried to focus on efficient use of the available resources of the sensors. Energy is, in fact, one of the most critical factors that play a great role to define the duration of an active and operable network. Energy efficiency is often very crucial in these sorts of networks as the power sources of the inexpensive sensors are (in most of the cases) not replaceable after deployment. If any intermediate node between any two communicating nodes runs out of battery power, the link between the end nodes is eventually broken. So any protocol should ensure a competent way of utilizing the energies of the sensors so that a fair connectivity of the network could be ensured throughout its operation time. Energy efficiency is also very necessary to maximize the lifetime of the network.

Security, on the other hand, is another critical issue, especially for ensuring the legitimacy of transmitted readings from the sensors to the base station [3,4]. It is anticipated that, in most application domains, sensor networks constitute an information source that is a mission critical system component and, thus, require commensurate security protection. If an adversary can thwart the work of the network by perturbing the information produced, stopping production, or pilfering information, then the usefulness of sensor networks is drastically curtailed. Thus, it should be made sure that the messages from the sensors in action are authentic and reach the base station without any fabrication or modification. As a strong property of security, authenticity of the messages is often considered as the most crucial.

The task of securing wireless sensor networks is, however, complicated, considering the fact that the sensors are mass-produced anonymous devices with a severely limited energy budget and, initially, with no knowledge of their locations in the deployment environment (in general cases). The architectural aspect of wireless sensor networks could make the employment of a security scheme a little bit easier as the base stations or the centralized entities could be used extensively in this case. Nevertheless, the major challenge is induced by the constraint of resources of the tiny sensors. In many cases, sensors are expected to be deployed arbitrarily in the enemy territory (especially in a military reconnaissance scenario) or over dangerous or hazardous areas. Therefore, even if the base station (or sink) resides in the friendly and safe area, the sensor nodes need to be protected from being compromised. At least, it should be made sure that the reports that reach the base station are authentic and are not corrupted on the way of transmission.

In this chapter, we deal with the challenge of energy efficiency and secure routing in wireless sensor networks in a highly dense deployment scenario. We propose a secure energy-efficient routing protocol (SERP) [23], which aims at minimizing the wasteful energy consumption by energy-efficient structuring of the network and then securing the data transmissions from the sensors to the base station using a one-way hash chain and shared secret keys. SERP selects a minimum number of forwarding nodes in the network. It provides a good level of confidentiality and authenticity of the reports sent from the source sensors to the base station.
The major contributions of this chapter are the following:

1. Energy and distance-based efficient structuring of the network, which helps for maximizing the lifetime of the network.
2. Providing data transmission security in wireless sensor networks. Here, we have mainly focused on data authenticity and confidentiality during their transmissions from the source sensors to the base station. There is also an optional key refreshment mechanism in our scheme, which could be applied based on the application at hand to provide data freshness.
3. Detailed analysis and simulation results of our proposed protocol.
4. Overview of security in WSN along with discussion on the impact of different network structures on the security in WSN.

The rest of the chapter is organized as follows: Section 19.2 presents an overview of the threats and attacks against WSNs, Section 19.3 presents the literature review and motivation of this work, Section 19.4 presents our assumptions and preliminaries, Section 19.5 describes our protocol in detail, simulation results and analysis are presented in Section 19.6, and Section 19.7 discusses the possible inclusion of intrusion detection systems (IDSs) based on the network structure and use of SERP as the routing protocol. Finally, Section 19.8 concludes the chapter delineating the achievements from this work with future research directions.

19.2 WSN SECURITY AND THREATS AND ATTACKS AGAINST WSN AT A GLANCE

There are mainly three angles of looking at the security in wireless sensor networks. These angles could cover all the security requirements and issues that we should consider. Figure 19.1 shows a diagram explaining these aspects.

FIGURE 19.1 Three angles of looking at security in wireless sensor networks.
19.2.1 WSN Security Viewing Angle 1

The first angle is based on the mechanism used to deal with security in WSNs. These mechanisms include (a) key management, (b) security routing, (c) secure services, and (d) intrusion detection systems.

19.2.2 WSN Security Viewing Angle 2

The second angle could be based on where the security is employed. This angle includes the following:

(a) Physical security, that is, the physical protection of the sensors in a network, tamper-proof methods, self-destruction method if cracked by attacker, shielding and camouflaging of sensors, etc.

(b) Deployment security, which is dependent on whether the network is sparsely deployed or densely deployed. A densely deployed sensor network may have redundancy in a small area, which could find out alternative ways to protect the traffic flow if attacked by attackers in one way or other. Also, based on the deployment types or the method of deployment of sensors, the security measures may need different types of prior works. If the network is uniformly distributed, the security schemes may be installed uniformly among nodes; again a random deployment may require installing security components in key nodes in the network that cover the entire network.

(c) Topological security: Based on the network structure or network formation, the security could be different. There are mainly three types of network structures: cluster, tree, and hierarchy. In a cluster structure, there is a cluster head in each cluster and some subordinate nodes under the cluster head. In this formation, instead of installing security schemes in each node, cluster heads could be the most suitable entities. This is because of the reason that the cluster heads collect data from the other subordinate nodes and process those before forwarding it toward the base station. If cluster heads with higher computing and energy resources are used in a network, the task becomes easier as they can take the load of processing and forwarding secure packets. If the network formation is tree-based, the nodes have parent-child relationships among themselves from the leaf toward the sink node or vice versa. In such a case, each individual node may include security measures, and along a path in a tree, the packets could be checked before forwarding to the next hop or to the sink node or base station. The third type of network formation is hierarchy, in which there are several hierarchical levels of the nodes in the network. Say, for example, in one level, there are several clusters with cluster heads and subordinate nodes. The cluster heads of this level could be considered as the subordinate nodes in another bigger scale cluster (another level), which might have a higher power cluster head, and it could be repeated for several levels. A well scalable and large WSN with some strategically positioned high power nodes with higher transmission ranges could have such a structure. So such a network formation needs security measures in a different way than the other two types of formations. The thematic diagrams of all these types of network formations are shown later in the chapter when discussing these in relation to our work (see Section 19.7). Other than these categories, there might be hybrid topology in the network, combining different network formation styles, for example, a network with partly a cluster structure and partly a tree-based structure. So it becomes crucial where the security schemes should be installed so that the network security is ensured up to the expected level.

(d) Wireless communication security: Due to the nature of wireless communications, a WSN is always vulnerable. The wireless medium is of an open nature, hence the signaling
and reception mechanisms must be secured in the best way possible. An attack such as jamming [25], for example, could disrupt the natural wireless transmissions within the network.

e) The last category is the data security, which includes the encryption and decryption of data packets, efficient packet authentication techniques, hop-by-hop checking, and so on.

### 19.2.3 WSN Security Viewing Angle 3

The third angle is the holistic security. This brings forward the concept of layer-wise security in such type of network. Based on the very well known OSI (open systems interconnection) reference model, we could think about ensuring security in each layer. Especially for wireless sensor networks, five layers are relevant: application layer, transport layer, network layer, link layer, and physical layer. Lack of security in any of these levels weakens the overall security of the network. A full working solution in which different mechanisms could work in cooperation is still an open area of research, which would take a huge effort to develop. After knowing all these views and angles of security in a WSN, in the subsequent section, we will explore the major types of threats and attacks against such type of network.

There are several well-known and a few less well-known security attacks that exist in wireless sensor networks. In this section, we discuss these security attacks in brief. Almost all of the attacks described below focus on the limitations of routing protocols in WSNs. However, some unknown attacks that are launched considering other security constraints of the network are presented as well. Table 19.1 introduces a brief summary of well-known and less known (or less studied) security attacks and their characteristics in terms of attack behaviors and techniques.

<table>
<thead>
<tr>
<th>Well Known</th>
<th>Characteristics</th>
<th>Less Known (or Less Studied)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Characteristics</td>
<td>Name</td>
</tr>
<tr>
<td>Sinkhole/blackhole [29–32]</td>
<td>Shortest path, drop the packets</td>
<td>External stimuli [33]</td>
</tr>
<tr>
<td>Selective forwarding [3,34–37]</td>
<td>Selectively drop the packets</td>
<td>Homing [33]</td>
</tr>
<tr>
<td>The node replication [38,39]</td>
<td>Add extra node to the network with the same cryptographic secrets</td>
<td>Neglect and greed [40]</td>
</tr>
<tr>
<td>HELLO flood [41]</td>
<td>Flood with HELLO packets</td>
<td>Unfairness [40]</td>
</tr>
<tr>
<td>Wormhole [42–45]</td>
<td>Offer less number of hops and less delay, which is fake</td>
<td></td>
</tr>
<tr>
<td>Sybil [36,46–48]</td>
<td>A malicious node pretends to be more than one node</td>
<td></td>
</tr>
</tbody>
</table>
19.2.4 Denial of Service (DoS) Attacks

We consider any type of intentional activity that can disrupt, subvert, or even destroy the network as a denial of service (DoS) attack.

Basically, DoS attacks can be categorized into three types:

- Consumption of scarce, limited, or non-renewable resources
- Destruction or alteration of configuration information
- Physical destruction or alteration of network resources

These types of DoS attacks are the most significant for WSNs as the sensors in the network suffer from the lack of limited resources. Also, DoSs can be categorized according to the layers of the network architecture. An attacker can use different tools at different layers to stop proper functioning of the entire network or some sensor nodes. Even though it has been said that it is too difficult to know whether any particular DoS situation is caused intentionally or unintentionally, there are some detection methods that exist to thwart each type of DoS attack [72]. In general terms, DoS means any situation that prevents providing proper service that is expected from the network and “DoS attack” means any deliberate activity by an entity (or some) that causes DoS (denial of service) in the network.

Jamming and tampering attacks that exist in the physical layer of WSNs are also considered as kinds of DoS attacks. Jamming is the deliberate interference with radio reception to deny a target’s use of a communication channel. Due to their unpredictable nature, WSNs are very vulnerable to “radio channel jamming”-based DoS attack [26]. Tampering is actually any type of physical attack on sensors in the network. They might be physical damage or replacing the sensors, parts of computational or sensitive hardware; one can even extract cryptographic keys to gain unrestricted access to higher communication layers. These types of attacks cannot be defended by some system or base station; only accurate and effective designer of the network can handle it.

19.2.5 Sinkhole or Black Hole Attacks

In this attack, a malicious node acts as a black hole [22] to pull in all the traffic in the network. The attacker listens to the route requests and then replies to the target node informing that it has the shortest path to the base station. A victim node is enticed to select it as a forwarder for its packets. Once the malicious node is able to put itself between the base station and the sensor node, it is able to do whatever it wants (drop packets, change the content, etc.) with the packets that pass through it. This type of attack can be very harmful for sensor nodes that are deployed considerably far from the base station. We have to keep in mind that black hole and sinkhole attacks are basically the same attacks by definition. Some recent works have addressed this attack, and possible IDSs have been proposed in [19,30–32].

19.2.6 Selective Forwarding

Multi-hop networks like WSNs rely on a significant assumption that all nodes in the network will faithfully forward the received messages to the base station (BS). In these attacks, a malicious node acts as a normal node by forwarding only certain messages but selectively drops sensitive packets, which are hard to detect by the system. The specific form of this attack is the sinkhole or black hole attack with which a node might drop all messages it receives. As possible solutions to detect this type of attack, some secure routing algorithms and IDSs using different techniques have been proposed [3,34,35,37].

19.2.7 The Node Replication Attacks

Due to the resource constraints of sensor nodes and often unattended environment of a WSN, an attacker can easily capture the nodes and analyze and replicate them. In this attack, an attacker
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attempts to add one or more nodes in a network that use the same cryptographic secrets as any other legitimate node in that network. This kind of attack may have severe consequences such as corruption of data by an adversary or even disconnection of some critical parts of the network. Some centralized detection schemes with one point of failure, neighborhood voting protocols with the lack of detecting distributed node replications, and some successful distributed detection techniques have been proposed [38,39].

19.2.8 HELLO FLOOD ATTACKS
This attack uses HELLO packets as a tool for convincing the sensors in the network. Many of the routing protocols require broadcasting of HELLO packets to discover the neighbors. An attacker uses this assumption as a weapon to attract the sensor nodes. A node that receives such a packet may assume that it is within normal radio range of the sender node. Hence, an attacker with a large radio range and enough processing power can send HELLO packets to a large number of sensor nodes by flooding the entire network. Thus, the sensor nodes could be persuaded that the adversary is their neighbor. Possible solutions to detect this type of attacks could be the use of bidirectional verification of links before using them, secure multipath routing, and use of multiple base stations [41].

19.2.9 WORMHOLE ATTACKS
In this attack, an attacker records the packets at one location in the network and tunnels those to another location. Wormhole attack is another significant and serious threat to WSNs because this is possible even if the attacker has not compromised any node and even if all communications provide authenticity and confidentiality. Attackers offer less number of hops and less delay than other normal routing paths, which leads to attract the sensor nodes to send data through them. While forwarding packets, the attackers can arbitrarily drop sensitive packets. In a recent work, Sharif and Leckie propose three types of wormhole attacks, namely energy depleting wormhole attack (EDWA), indirect wormhole attack (IBA), and targeted energy depleting wormhole attack (TEDWA) [42]. Also, IDS using connectivity information to detect the wormhole attacks has been proposed [44]. Other work proposes a wormhole detection technique using directional antennas, which is, in most of the cases, infeasible for sensor networks due to their limited resources.

19.2.10 SYBIL ATTACKS
In some applications, the sensor might need to work collaboratively to accomplish a certain task; hence, management policy of the network can use distribution of subtasks or redundancy of information. In this case, a malicious node can pretend to be more than one node at the same time using the identities of other legitimate nodes. An attacker tries to degrade the integrity of data, level of security, routing mechanism, data aggregation, and even misbehavior detection techniques. As possible countermeasures, we can use a logically centralized authority (base station or cluster head) in the network. Some recent IDSs could be found in [36,47–49]. Newsome et al. [46] proposed a taxonomy of Sybil attacks in WSNs based on three orthogonal dimensions.

19.2.11 OTHER SECURITY ATTACKS IN WSNs
There are a few less known (or commonly unknown or less studied) security threats that exist in WSNs. These attacks mostly concentrate on service availability (i.e., DoS) of the networks in different layers. We briefly describe them in the following paragraphs.

Bogus message during reprogramming: This attack could be launched in the application layer if a WSN application allows reprogramming of the network. Reprogramming of the network may be needed for scope selection, encoding-decoding, completion validation, code acquisition, or for
network management purposes [28]. If the reprogramming process is not secure enough, the attackers can effectively cut off a portion of the network by using bogus messages.

**External stimuli:** A possible attack against WSNs in the application layer could be launched by using some external physical stimuli. The attacker uses the external stimuli to stimulate the nodes with a huge number of events to be sent directly to the base station. However, this attack is not effective when packets are sent with predefined regular intervals. The possible solution might be using an IDS that detects attackers in the network if a particular region creates a large number of packets within a short period of time [33].

**Homing:** Depending on WSN application, some nodes (e.g., cluster heads) are given special responsibilities, such as managing keys, maintaining a local group, etc. The adversaries try to handle and eavesdrop on the activities of those leader nodes. In this attack, the attackers hamper the normal functioning of leader nodes within a WSN application [33].

**Neglect and greed:** If a sensor node drops packets or denies transmitting legitimate packets or if a node is very greedy to give undue priority to its own messages, then it could be considered as a neglecting node. The protocols that are based on dynamic source routing (DSR) are the most vulnerable to this type of attack [40].

**Unfairness:** This attack is a weaker form of DoS attack in the link layer. This attack could degrade service for real-time MAC protocols by using unfair resource allocations. In fact, providing fairness in WSNs is often viewed as a separate research issue [40].

So far, we have discussed various types of security threats in WSNs. These attacks can be tackled by using some successful and efficient countermeasures that will be discussed later. Most of the research works basically rely on some statistical assumptions and simulation results. At the time of the implementation of those mechanisms in real environments, they might face plenty of difficulties due to the unpredictable nature of wireless sensor networks.

### 19.3 LITERATURE REVIEW

We have talked about the major threats and attacks to investigate the grounds of our work a bit. It is, in reality, impossible to tackle all the attacks with a single routing protocol or a single mechanism of any kind (unless different parts of the mechanism work in different layers to cover all the security needs, or different mechanisms work in collaboration to secure the entire network). However, what we can do is the security measures could be blended within the routing mechanism as a first line of defense. Then, on top of that, other security mechanisms could work to deal with specific network-related problems and issues. Hence, the intent of this chapter is to introduce to the readers such a scheme that could give some innovative idea of blending security measures within a routing strategy. There are a few prior works that motivate us to devise our mechanism. Although none of them is directly related to our proposed solution, the underlying principles are sometimes similar to some of them.

Çam et al. [5] propose an energy-efficient security protocol for wireless sensor networks by using symmetric key cryptography and their NOVSF (non-blocking orthogonal variable spreading factor) code-hopping technique. They consider a hierarchical architecture of the network in which data are routed from sensor nodes to the base station through cluster heads. The basic idea of their protocol is to implement two algorithms in the sensor nodes and in the base station, which the sensor nodes and the base station would follow at the time of data transmission and reception. To ensure a better level of security, they introduced the NOVSF technique, which basically scrambles the data blocks using a multiplexer in the system while transmitting data from the sensor nodes. Their scheme is secure and energy efficient, considering the fact that it increases the level of security during data transmission using the NOVSF technique without utilizing any additional power. However, this scrambling technique increases the complexity of tasks for the base station as it has to aggregate and reorder the incoming data blocks correctly. To address the issue of energy-efficient data aggregation with secure data transmission, an ESPDA (energy-efficient secure pattern-based data aggregation) protocol [6] is proposed. In contrast to the conventional data aggregation protocols, ESPDA avoids the
transmission of redundant data from the sensor nodes to the cluster head. To make the data transmission and aggregation more secure, a cluster head is not required to decrypt or encrypt the data received from the sensor nodes. On the whole, though, it [5] is an energy-efficient secure protocol; it increases the processing burden of the base station and to support the associated ESPDA scheme, it requires more energy, which literally ruins the gains of the original scheme.

Ye et al. [7] propose a statistical en-route filtering (SEF) scheme to detect and drop false reports during the forwarding process. In their scheme, a report is forwarded only if it contains the message authentication codes (MACs) generated by multiple nodes by using keys from different partitions in a global key pool. According to their findings, SEF can drop up to 70% of bogus reports injected by a compromised node within five hops and reduce energy consumption by 65% or more in many cases.

Zhu et al. [8] propose the interleaved, hop-by-hop authentication scheme that detects false reports through interleaved authentication. Their scheme guarantees that the base station can detect a false report when no more than \( t \) nodes are compromised, where \( t \) is a security threshold. In addition, their scheme guarantees that \( t \) colluding compromised sensors can deceive at most \( B \) noncompromised nodes to forward false data they inject, where \( B = O(t^2) \) in the worst case. They also propose a variant of this scheme, which guarantees \( B = 0 \) and which works for a small \( t \).

Motivated by [8], Lee and Cho [9] propose an enhanced interleaved authentication scheme called the key inheritance-based filtering that prevents forwarding of false reports. In their scheme, the keys of each node used in the message authentication consist of the node’s own key and the keys inherited from its upstream nodes. Every authenticated report contains the combination of the message authentication codes generated by using the keys of the consecutive nodes in a path from the base station to a terminal node. Other than these works, [10–12] focus only on energy efficiency in a wireless sensor network and the works like [3,4,13] deal with the security measures for routing in WSN.

After analyzing all these works, we design our protocol in which we create a tree structure in the network, based on the energy levels and distances (from the base station) of the sensor nodes. Along with the energy-efficient structuring of the network, we initialize an efficient security scheme down the paths of the tree to ensure secure data transmission in the network. Security is in fact a vast area of research, but our focus of this work is to address secure data transmission from the source sensors to the base station along with energy-efficient structuring and operation of the network. We develop our protocol in a way in which false injection of data cannot deceive the base station or, more specifically, cannot reach the base station. We emphasize the authenticity of sensor readings so that, before transmitting each packet, the forwarding nodes can detect the irregularities with a minimum effort and thus drop unnecessary or flawed packets. By stopping the false packets traveling a long distance along the created paths in the network, our mechanism helps for greater energy efficiency as the intermediate nodes are thus saved from extra transmissions. For employing the entire protocol, we develop it in a way that before starting its operation for secure data transmission, the network is formed in an energy-efficient way. Periodic restructuring of the network is proposed to keep a balance among the nodes to dissipate energies in nearly equal proportion. Our goal here is to achieve maximum lifetime of the network with secure data transmission from any source sensor to the base station.

19.4 ASSUMPTIONS AND PRELIMINARIES

19.4.1 SENSOR DEPLOYMENT AND NETWORK MODEL

We consider a wireless sensor network with densely deployed sensing devices. The deployment could be made by aerial or vehicular scattering or by physical installation. We assume that, initially, all the nodes and the base station in the network have the same transmission range (say \( r \)). Like \( \mu \)TESLA [24], our protocol requires that the base station and nodes are loosely time synchronized, and each node knows an upper bound on the maximum synchronization error. The base station has enough energy to support the network’s operations for its full lifetime. The sensors deployed in the network have the computational, memory, communication, and power resources such as the current
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generation of sensor nodes (e.g., MICA2 motes [14]). Once the sensors are deployed over the target area, they remain relatively static in their respective positions. That means the nodes do not move with respect to their neighbor. The transmissions of each node are isotropic (i.e., in all directions) so that each message sent is a local broadcast within the transmission range of the node. The link between any pair of nodes in the network is bidirectional, that is, if a node \( n_i \) gets a node \( n_j \) within its transmission range (i.e., one hop), \( n_j \) also gets \( n_i \) as its one-hop neighbor.

An accurate model for the energy consumption per bit at the physical layer is given by

\[
E = E_{elec}^{trans} + \beta d^\alpha + E_{elec}^{recv}
\]  

(19.1)

where \( E_{elec}^{trans} \) is the distance-independent amount of energy consumed by the transmitter electronics (PLLs, VCOs, bias currents) and digital processing, \( E_{elec}^{recv} \) is the energy utilized by receiver electronics, and \( \beta d^\alpha \) accounts for the radiated power necessary to transmit over a distance \( d \) between source and destination. As in [15,16] we assume that

\[
E_{elec}^{trans} = E_{elec}^{recv} = E_{elec}
\]  

(19.2)

So overall energy consumption between source and destination within one hop can be calculated using

\[
E = 2E_{elec} + \beta d^\alpha
\]  

(19.3)

Broadly speaking, hierarchical routing protocols use control packets for topology construction phase. For a particular node \( i \), control packet transmission cost can be calculated by

\[
C_{ctrl}^i(r) = \left[ L_{ctrl} + \beta r^\alpha + (nbr_i(r)+1) \times L_{ctrl} \times L_E \right] \frac{1}{T}
\]  

(19.4)

where, \( \alpha \) is the path loss exponent (2 < \( \alpha \) < 5), \( \beta \) is a constant [joule/bit.m^2], \( r \) is the transmission range, \( L_{ctrl} \) is the length of control packet in bits, \( nbr_i \) is the average number of neighbors of node \( i \) for range \( r \), \( L_E \) is the energy needed by the transceiver circuitry to transmit or receive a packet, and \( T \) is the time period between two consecutive restructurings of the network.

For a particular path \( p \), data communication cost from source \( i \) to the base station can be represented as

\[
C_{data}^i(p) = \sum_{i=1,j=2}^{N} (nfrd_p(d_i)+1) \times L_{data} \times \beta d_{i,j}^\alpha + (nbr_p(d_i)+1) \times L_{data} \times L_E
\]  

(19.5)

Here, \( N \) is the total number of nodes in the network, \( i,j \in 0, 1, 2, ..., N \) is the node index, \( p \) is the path associated for data transmission from source \( i \) to sink, \( d_i \) is the transmission range set by node \( i \), \( d_{i,j} \) is the distance between the node \( i \) and \( j \), \( nfrd_p(d) \) indicates the number of forwarding nodes for a path \( p \) and range \( d_n \), \( nbr_p(d) \) indicates the number of neighboring nodes for a path \( p \) and range \( d \), \( L_{data} \) is the length of data packets in bits, and, finally, \( \alpha \) and \( \beta \) are same as the previous equation.

Total communication cost for sending a data packet from source \( i \) is

\[
C_{total}^i(p) = \sum_{i=1}^{N} C_{ctrl}^i(r) + C_{data}^i(p)
\]  

(19.6)
The observations from the above equation are the following:

- Wasteful (due to idle listening, overhearing, etc.) energy consumption increases as the number of redundant forwarder increases.
- Wasteful energy consumption increases as the number of idle nodes increases.
- Energy consumption increases exponentially as the distance between nodes increases.
- Frequency of control packet transmission is proportional to the energy consumption.

To reduce energy consumption, the following things could be done:

- Reducing the number of forwarding nodes (not hampering the level of connectivity and the reliability of the network)
- Putting a certain portion of the nodes in sleep mode to reduce idle mode energy consumption
- Employing adaptive transmission range according to the distance from the forwarder node to save energy
- Fixing the network restructuring frequency to ensure balanced energy consumption

19.4.2 Basic Terms and Definitions

We consider three states of the nodes in our protocol during its operation:

**Non-forwarding**—Nodes keep their radio transceivers “off” but continue to sense the events in their sensing ranges using sensing circuitry. Sensing of any event turns on the radio of a non-forwarding node.

**Forwarding**—Both the transceiver and sensing circuits remain “on” in this state.

**Active**—During the tree construction and OHC initialization phase (later described in Section 19.4.1), all nodes remain in the active state. In the active state, both the sensing and radio circuitries of the sensors remain “on.” Basically, there is no major difference between forwarding and the active state. We term these two states to differentiate the two phases in our protocol (explained later).

**Active State Time.** Let $v$ be a node and $N_1(v)$ be the number of one-hop neighbors of $v$ for a particular transmission range $r$ ($r$ is same for all nodes in the network, including the sink). Let $T_{rtt}$ be the round trip time for data propagation between the longest distant pair within one-hop neighbors. Then, the active state time for node $v$ is given by the equation

$$T_{active} = T_{rtt} \times N_1(v)$$

In our protocol, within the time $T_{active}$, a node could be able to determine whether it should participate in the tree as a forwarding node or not.

**One-way Hash Chain (OHC).** To ensure security for data transmissions from the sensors to the base station, we use pre-stored shared secret keys and a one-way hash chain. A one-way hash chain [17] is a sequence of numbers generated by one-way function $F$ that has the property that for a given $x$, it is easy to compute $y = F(x)$. However, given $F$ and $y$, it is computationally infeasible to determine $x$, such that $x = F^{-1}(y)$. A one-way hash chain (OHC) is a sequence of numbers $K_n, K_{n-1}, \ldots, K_0$, such that, $\forall i : 0 \leq i < n, K_i = F(K_{i+1})$. To generate an OHC, first a random number $K_r$ is selected as the seed, and then $F$ is applied successively on $K_r$ to generate other numbers in the sequence. In the next section, we describe in detail how the shared secret keys are used with OHC in our protocol to provide data transmission security.
It should be noted here that in this chapter we have used the terms base station and sink interchangeably.

### 19.4.3 Security Assumptions and Threat Model

The base station could not be compromised in any way. We assume that no node could be compromised by any adversary while creating the tree structure in the network (i.e., the first phase of our scheme). This particular assumption is necessary to protect the network from being wrongly structured or to prevent the inclusion of any rogue entity in the network. In this case, we are mainly assuming that compromising a node with physical capture is not possible. Also some other attacks, such as jamming, could hamper proper relaying of the control messages. We assume that, at least in the tree structuring process, any physical capture or jamming attack is not done by any adversary. In fact, such types of initial attacks (for example, HELLO Flood attack [3]) could be another topic for research. In this chapter, our focus is to secure the data transmissions from the source sensors to the base station, and addressing jamming or physical capture are beyond the scope of this work.

Initially, each node is equally trusted by the base station. Each node in the network has a unique shared secret key with the base station. These keys are pre-stored into the sensors’ memories so that, after deployment, the sensors could use the keys to encrypt data while sending it to the base station. The base station keeps an index of the IDs of the sensors and the corresponding shared secret keys. Due to the use of wireless communications, the nodes in the network are vulnerable to various kinds of attacks. We assume that an adversary could try to eavesdrop on all traffic, inject false packets, and replay older packets. If, in any case, a node is compromised, it could be a full compromise in which all the information stored in that particular sensor are exposed to the adversary or could be a partial compromise, that is, partial information is exposed.

### 19.5 Secure Energy-Efficient Routing Protocol (SERP)

#### 19.5.1 Tree Construction and OHC Initialization Phase

We consider distances and residual energies of the nodes to construct a sink rooted tree (SRT) in the network. At the time of the tree construction, all nodes keep their radio transceivers “on” to verify whether it should remain active as a forwarding node or not. A timer parameter is defined to ensure each node’s active participation in this process for a specific period of time. Each node is prioritized for transmission according to its residual energy and distance from the sink.

Now, according to our assumption, all the sensors and the base station have shared secret keys that are pre-stored before deployment of the network. So when the sensors are deployed in the target area randomly, each sensor contains a shared secret key with the base station, which could be used to provide confidentiality of the reports. However, to provide authenticity of the transmitted data, all the intermediate nodes between any source node and the base station must be initialized with the basic one-way hash chain number. Let us suppose the initial OHC number is $I_{OHC} = HS_0$.

To initiate the first phase of network structuring and OHC number initialization, the base station $B$ generates a control packet containing $HS_0$, a MAC (message authentication code) for the control packet using the key $K_i$ along with some other parameters. Here, $K_i$ is the number in the key chain corresponding to time slot $t_i$. The format of the control packet is

$$
\text{bcm: } B|\text{sid}|\text{ren}|\text{dist}|\text{fid}|HS_0|\text{MAC}_K(B|\text{sid}|\text{ren}|\text{dist}|\text{fid}|HS_0)
$$

where, $sid$ indicates the sender’s ID, $ren$ is the remaining energy of the sender, $dist$ is the calculated cumulative distance to reach the sink using forwarding node(s), and $fid$ is the ID of the upstream node (i.e., immediate parent or immediate forwarding node) selected by the current node.
for forwarding data toward the sink. The sink node initiates $bcm$ with sender ID $B$, and the values of $sid$, $ren$, $dist$, and $fid$ as $-1$ as, according to our assumption, the base station has unlimited energy compared to the energies of the sensors in the network, and in this case, no forwarding node is needed to reach itself.

When the BS transmits $bcm$, at first, its one-hop neighbors get the message. Receiving the message, each node in the one-hop neighborhood of the base station first calculates its distance (i.e., $dist$) from the base station based on the received signal strength, stores the value of $HS_0$ and sets $B$ as its forwarder node (the ultimate destination is the base station). Now, each of these nodes transmits the message again within its own one-hop neighborhood (i.e., local broadcast). In this case, the $sid$ is set to its own ID, $ren$ is its own residual energy, and the MAC part is kept the same as the base station message, $bcm$. To ensure prioritization of the transmission of control messages, each node waits for a threshold time before each further transmission. Waiting time of a node before further transmission is defined by

$$T_{wait} = \frac{D_s}{E_r} \times R$$

(19.7)

where $D_s$ is the cumulative distance between the sink and the node, $E_r$ is the residual energy of the node, and $R$ is a constant that is needed to normalize the value of $T_{wait}$. As with the course of time, the sensors lose their energy levels, and the value of the ratio of distance and residual energy increases; we need to normalize this value. In our case, $R$ is the ratio of the node’s initial energy and transmission range.

Each node receiving the control messages from one or more upstream neighboring nodes first calculates the distance of each sender based on the received signal strength, then calculates the cumulative distances up to the sink via different possible forwarders (i.e., the upstream senders), stores the ID and residual energy information of each sender, and stores $HS_0$ from the message sent by the first sender. To choose its forwarder node, it compares the values of the distance and energy ratios ($D_s/E_r$) of the neighboring upstream nodes and chooses the node with the least value of the ratio as its forwarder node. It then senses the channel, and if the channel is idle, it waits for $T_{wait}$ time and then retransmits the message containing its own status information and with its chosen forwarder node ID as its $fid$. As the selected upstream node could also get the message (as the link between any two nodes is bidirectional), it sets itself as a forwarding node for this transmitting node. This process continues, and eventually a tree structure is created in the network in which each node has a forwarder node on the way to reach the base station and possibly one or more downstream nodes that can send data to it destined to the base station. Here, the value of $T_{wait}$ depends mainly on the values of $E_r$ and $D_s$. In fact, these values are used to set the priority of the nodes to be selected as forwarding nodes.

To authenticate $HS_0$, $B$ releases the key $K_i$ in time slot $t_{id}$. Here, $d$ is the delay parameter for the time slot, which could be set depending on the application at hand. It indicates after how many time slots the key for time slot $i$ should be released. On receiving this key, a node can verify the integrity and source authentication of $HS_0$. Thus, along each path, the initial OHC number is initialized. It is to be noted that $bcm$ won’t bring any attack against the network even if the nodes on the other side of the network don’t receive $K_i$ at $t_{id}$. Because the messages that are MACed by $K_i$ are supposed to be sent out at time slot $t$, an adversary cannot launch any attacks with $K_i$ when it gets $K_i$ at $t_{id}$. Within the time $T_{active}$, a node that does not get any message from any of its neighbors that it should be a forwarding node, sets itself as a non-forwarding node. Figure 19.2 shows the sample input and output networks.

19.5.2 Network Operation and Secure Data Transmission Phase

We construct the sink rooted tree (SRT) based on the energy levels and distances of the nodes. After the tree is constructed within the network, all nodes are either in forwarding or non-forwarding
states. Nodes with the non-forwarding state turn off their radio transceivers while keeping the sensing circuitry “on.” On the other hand, forwarding nodes keep both radio and sensing circuitry “on.” All nodes try to sense any change of parameters (such as temperature, pressure, magnetism, etc. based on the duty assigned to the nodes) within their vicinities, and upon detecting any event, the non-forwarding nodes turn their radios on and transmit data toward the base station via their selected forwarding nodes.

To send the data securely to the sink, each source node $n_s$ maintains a unique one-way hash chain, $HS: <HS_{n_s}, HS_{n_s-1}, \ldots, HS_1, HS_0>$. When a source node $n_s$ sends a report to the sink using the path created in the sink-rooted tree (for example, a path is $n_s \rightarrow \ldots \rightarrow n_{m-1} \rightarrow n_m \rightarrow B$), it encrypts the packet with its shared secret key with the base station, including its own ID and an OHC sequence number from $HS$ in the packet. It attaches $HS_1$ for the first packet, $HS_2$ for the second packet, and so on. To validate an OHC number, each intermediate node $n_k$ maintains a verifier $I_{n_s}$ for each source node $n_s$. Initially, $I_{n_s}$ for a particular source node is set to $HS_0$. When $n_s$ sends the $i$th packet, it includes $HS_i$ with the packet. When any intermediate node $n_k$ receives this packet, it verifies whether $IF_{HS_{n_s}}(HS_i)$ or not. If so, $n_k$ validates the packet, it forwards it to the next intermediate node, and sets $I_{n_s}$ to $HS_i$. In general, $n_k$ can choose to apply the verification test iteratively up to a fixed number $w$ times, checking at each step whether, $IF_{HS}(HS_i))$. If the packet is not validated after the verification process has been performed $w$ times, $n_k$ simply drops the packet. By performing the verification process $w$ times, up to a sequence of $w$ packet losses can be tolerated, and the value of $w$ depends on the average packet loss rate of the network. An intermediate node need not decrypt the packet; rather it can check the authenticity of the packet before forwarding to its immediate forwarder. Figure 19.3 illustrates these.

In Figure 19.3a, the source node $n_s$ sends the first packet to the base station with the OHC value $HS_1$. The content of the packet is encrypted with the secret key that it shares with the base station. Getting the packet, the base station performs the authenticity check by verifying the hash chain number and gets the report by decrypting it with the shared key for that particular source node. Figure 19.3b shows a scenario in which the packet $P_3$ could not reach the base station for some reason. In spite of that, the OHC verification is not hampered as for the next packet the third intermediate node performs the hash verification twice (Figure 19.3c). Here, at the very first attempt it cannot get the value of $HS_1$ in the verification process, but in the second iteration, it verifies it as a valid packet from the source $n_s$. In fact, in this case, the intermediate node can
perform the hash number verification \( w \) times, and \( w \) is an application-dependent parameter. In Figure 19.3d an adversary tries to send a bogus packet with a false hash chain number, and it is detected in the next upstream node. Eventually, such a bogus packet fails to pass the authentication check and is dropped in the very next hop. This feature saves energy of the network as such falsely injected packets cannot travel through the network for more than one hop. After the tree construction, at the time of data transmission, each node could dynamically set its transmission range according to the distance of the parent or immediate forwarding node. If the distance of the forwarding node is less than the initially used transmission range for tree construction, the node decreases the range by decreasing the transmission energy. This feature gives the flexibility in our protocol to dynamically set the transmission ranges, and thus it helps for conserving network-wide energy.

The first phase is executed after every \( T \) time, and \( T \) is an application-dependent parameter. \( T \) depends on the event generation rate as well as on the load of the network. Each node participating in tree construction should have at least a certain level of energy.

19.5.3 **Optional Key Refreshment**

To provide data freshness and to increase the level of security, our scheme has an optional key refreshment mechanism. In this case, the base station periodically broadcasts a new session key to the sensors in the network. The format for this message is

\[
B|K_s| \text{MAC}_{K_j}(B|K_s)
\]

where \( K_j \) is the number in the key chain number corresponding to time slot \( t_j \). To authenticate \( K_j \), like the OHC initialization phase, \( B \) releases the key \( K_j \) in time slot \( t_{j+d} \). On receiving this key, the nodes can verify the integrity and source authentication of \( K_j \). Then each node gets the new key by performing an X-OR (exclusive OR) operation with its old shared key. This method could also be utilized for refreshing the keys of a specific number of nodes. In that case, the base station could simply send the \( K_j \) to the specific node by encrypting it with its previous shared secret key. Upon receiving the new key, the node can perform the X-OR operation and could use the newly derived key for subsequent data transmissions.

Changing encryption keys from time to time has an advantage as it guarantees data freshness in the network. Moreover, it helps to maintain confidentiality of the transmitted data by preventing the use of the same secret key at all the times.
19.5.4 **Repairing a Broken Path and OHC Re-Initialization**

If, in any case, any node between the source node and the base station fails, it could make one or more paths useless. Eventually, in such a case, all the downstream nodes along that particular path get disconnected from the base station. To repair such a broken path, we use the stored upstream knowledge of the sensors. We know that, in the first phase, each downstream node stores the IDs of the one-hop upstream senders of the control message. So this knowledge could be used for repairing the path quickly.

Let us illustrate it with an example. Say, in Figure 19.2b, node 5 is somehow damaged or failed to continue (Figure 19.4a). So the nodes 4, 6, and 7 get disconnected from the base station. This failure could first be detected by the one-hop neighbors of node 5 in the tree, i.e., nodes 4, 6, 7, and node 3. In the first phase, as node 4 got a message from node 1, which tried to become its forwarder, node 4 could use that knowledge to repair the path. So node 4 first does a local broadcast of an error message that it has lost its previous forwarder and sets node 1 as its forwarder. Accordingly, node 1 gets a forwarding status. If there were more senders who had sent control messages to node 4 at the time of tree construction, node 4 would have chosen the node with the least distance and energy ratio as recorded earlier. We know that in the first phase, each node stores the information about its neighbors who try to become its forwarder. If node 4 is required to send any packet as a source node, it could simply send it using the OHC number in the sequence, $HS_{k+1}$, which is next to its last-used OHC number, $HS_k$. For node 1, node 4 is a new source, so it could save its $HS$ value in $I_4$. The subsequent transmissions from node 4 are verified by node 1 based on this initial knowledge. There are other two stranded nodes in our example, node 6 and node 7. In the similar fashion, these nodes use their stored knowledge. The structure of the new path after broken path recovery is shown in Figure 19.4b.

As we are considering a highly dense deployment scenario, we think that, in most of the cases, a node might initially get two or more upstream senders who would try to be its forwarder. This procedure works fine as long as no more than $w$ packets are lost on the way from any source node (after a path is broken due to a node failure). If, within the time of repairing the path, more than $w$ packets are lost from a particular source, the OHC chain along that path breaks down. In fact, this is the worst case in which all the downstream nodes along the path become invalid to the base station and their sent data are discarded on the way to reach the base station. To overcome this problem, the entire OHC initialization phase (the first phase of our protocol) could be made periodic (after an certain interval, which is an application-dependent parameter). Determining the best possible time interval for re-initialization of the first phase is kept as our future work.

![Figure 19.4](image_url) (a) Node 5 failed; (b) repairing a broken path. White nodes are in forwarding status, and gray nodes are in non-forwarding status.
19.6 SIMULATION RESULTS AND PERFORMANCE ANALYSIS

19.6.1 Simulation

To understand the performance of our proposed protocol, we simulated the network in NS-2 [18] with 50 to 300 nodes uniformly distributed in a 100 m × 100 m square sensor field. The transmission range of each sensor node was set to 25 m. Each node was provided with 2 Joule of initial energy. Transmitter and receiver electronics were set to dissipate 50 nJ/bit/m$^2$. The data packet length was set to 2 KB. The sink or base station was located at (150, 150) coordinate. We varied the number of sources from 1 to 7, and the data generation interval was randomly chosen. Initially, tree construction time was set to 10 seconds. As our protocol creates a hierarchical structure in the network, we compared our protocol with two other hierarchical energy-aware routing protocols LEACH [10] and EAD [11]. All the simulation parameters are shown in Table 19.2.

After the construction of the sink rooted tree, some of the nodes are selected as the forwarding nodes. The size of the set of forwarding nodes indicates at least how many nodes are needed to stay awake for data transmission. A small set of forwarding nodes is desirable for minimizing the routing overhead. The smaller the size of the set of forwarders, the better the energy efficiency is for the network as more nodes could be in the non-forwarding status. Figure 19.5a shows the percentage of forwarding nodes among the total number of nodes in LEACH, EAD, and our protocol. Now, an interesting feature to note for the Figure 19.5a is that as the number of nodes in the network grows, the percentage of cluster heads decreases slightly for LEACH because more nodes become associated with a single cluster head in the network. For the reason of dense deployment, relatively more nodes are covered by a cluster head. Thus, the percentage of cluster heads (forwarding nodes) becomes slightly lower than the suggested percentage of cluster heads as the number of nodes increases in the network.

Figure 19.5b shows the energy dissipation given a number of source nodes. Less energy dissipation eventually helps for increasing the lifetime of the network. The relative gain of our proposed scheme compared to LEACH and EAD increases with the increase of number of sources. More sources issue more data to be transmitted. In case of LEACH, each transmission requires one hop to reach the cluster head and one hop to reach to the sink. In case of EAD, multiple hops are required to reach to the sink. As wireless transmission power varies depending on distance, for the same packet size, LEACH requires much higher energy for transmission. EAD requires less energy than that of LEACH as it uses multiple hops (hence, less transmission range). As our algorithm uses adaptive transmission range, the amount of energy consumption is much less than LEACH and EAD, considering the same packet size.

| TABLE 19.2 |
| Simulation Parameters |
| Simulation time | 1300 s |
| Simulation area | 100 × 100 m$^2$ |
| Total number of nodes | 50 ~ 300 |
| Initial energy | 2 J |
| Transmit/receive electronics ($L_e$) | 50 nJ/bit/m$^2$ |
| Transmission power | 5.85 e − 5 watt |
| Receive signal threshold | 3.152 e − 20 watt |
| Sleep mode energy | 0 |
| Number of sources | 1 ~ 7 |
| Offered load | 4 ~ 6 pkts. per s (pps) |
| Transmission range | 25 m |
| Packet size | 2048 bytes |
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Figure 19.6a and 19.6b present the number of alive nodes versus simulation time with 50 and 100 nodes. Our proposed scheme generates a fewer number of forwarding nodes compared to EAD. As a result, the energy dissipation is much less than that of EAD as there are less nodes participating actively in the network operation phase. Also adaptive transmission range saves more energy for the same packet size. Single hop transmission, the main drawback of LEACH, leads to huge energy consumption for data transmission. Our experimental results show that our algorithm achieves better lifetime compared to LEACH and EAD.

19.6.2 Storage Requirement for One-Way Hash Chain

The method of generating and storing a long OHC in a sensor node is a little difficult. Naive algorithms require either too much memory to store every OHC number or too much time to compute the next OHC number. None of these algorithms are practical on resource-constrained sensor nodes. Recently, some efficient OHC generation algorithms for resource-constrained platforms have been

FIGURE 19.5 (a) Percentage of forwarding nodes in total number of nodes in the network, (b) energy dissipation for different number of sources in LEACH, EAD, and SERP.

FIGURE 19.6 Number of alive nodes versus time for (a) 50 nodes and (b) 100 nodes.
proposed [19–21]. Among these algorithms, the fractal graph traversal algorithm [19] could perform well on the traditional sensor nodes. This algorithm stores only some of the intermediate numbers, called pebbles, of an OHC, and uses them to compute other numbers. If the size of an OHC is $n$ (there are total $n$ numbers in this OHC), the algorithm performs approximately $\frac{1}{2} \log_2 n$ one-way function operations to compute the next OHC number and requires a little more than $\log_2 n$ units of memory to save pebbles.

The length of an OHC that is needed for a source node is also an important factor. The typical length is between $2^{11}$ to $2^{22}$. If the length of an OHC is $2^{22}$, and a node uses one OHC number per second, it will take more than a month to exhaust all numbers from this chain. Figure 19.7a shows the storage requirements for storing pebbles for different lengths of an OHC. This includes a skip-jack-based one-way function and OHC generation based on [19]. We see that a node needs about 930 bytes to maintain an OHC of length $2^{22}$. This includes a 256-byte lookup table for skipjack, which can be shared with other applications. Other than this, each node has to store only a few IDs and neighbor information of its one-hop neighbors. Overall, the memory requirement for our scheme could be well afforded with today’s sensor nodes.

19.6.3 Security Analysis

We analyze the security of our scheme with respect to two design goals: the ability of the base station to detect a false report and the ability of the nodes en route to filter or detect false reports.

Base Station Detection: In our scheme, whenever the base station receives a report from any sensor, it first checks the ID of the sensor, checks the authenticity of the report by verifying the one-way hash chain number for that particular source, looks for the corresponding shared secret key, and decrypts the packet. The base station could not be compromised in any way. So it is in fact the final entity that could confirm the authenticity, confidentiality, and integrity of the transmitted reports. Our security scheme is designed in a way that, any bogus report cannot reach the base station; rather it would be detected and dropped by the intermediate nodes. However, if, somehow, a bogus packet is sent directly to the base station, it would certainly be discarded by it for the failure of the authentication check. If in any application, the optional key refreshment mechanism is employed, once the time slot of releasing the new session key is over, the base station first tries to decrypt the incoming packets from any particular source with the X-ORed new key for that node. In case it produces a garbage result, the base station tries with the previous shared secret key with that node (the previous key could easily be obtained again by X-ORing the most recent session key with the

![Figure 19.7](a) Memory requirement for OHC generation; (b) Number of alive nodes versus time for two cases: without packet authentication and with packet authentication (2 ~ 4 attackers generating bogus packets).
newly computed key for that node). This case might happen when somehow some node cannot get the new session key released by the base station.

**Detection by the Intermediate Nodes:** Two types of attempts from the adversaries are considered:

**Outsider Attack:** In this case, as shown in Figure 19.3d, if an outsider node generates a packet with a fake OHC number, the authentication must be failed in the very next node in the path, and as a result, this packet would never be forwarded even to the node that is only two hops away from it. Simple verification of the OHC number prohibits the forwarding of such bogus packets.

**Insider Attack:** If a legitimate node along any path is compromised, the attacker could grab the OHC sequence and the shared secret key with the base station. However, it should be noted that, to use the OHC numbers successfully, the adversary should also know the last OHC number used by that particular node to send the packet to the base station. If it gets the last-used OHC number, then it could use this for sending false packets successfully. Otherwise, any arbitrary use of the OHC number from that source might not be forwarded by the next intermediate node because of authentication failure. Now, in case of a node that is fully compromised, that is, if the adversary obtains all the required information, it actually gets the status of a legitimate node in the network. This fully compromised node could be used to generate false reports with valid authentication numbers. To prevent such type of malicious adversary, there are several factors that come into play to detect the abnormal behavior of the node. In our scheme, the base station considers a report legitimate if it is reported by at least $\delta$ number of source nodes in the network, where $\delta$ is an application-dependent parameter. So the different or modified reports from a single source cannot convince the base station about any event. Also the base station could notice the amount of packets generated by a particular source. These are basically a part of an intrusion detection system (IDS) implemented in the base station. The detailed description of the IDS is beyond the scope of this work.

The worst case scenario occurs if more than $\delta$ number of nodes in a particular region in the network are somehow compromised. This sort of collaborative and large-scale attack is handled by the periodic restructuring of the whole network. Finding an optimal value of the time interval for periodic restructuring is kept as our future works.

In Figure 19.7b, we show the number of alive nodes versus simulation time considering the packet authenticity checking method and without checking. We considered two to four attackers in addition to the number of actual source nodes. The graph shows that if the detection method is absent, the nodes lose energy rapidly, which causes a shorter network lifetime. The result is plotted for total of 100 nodes in the network. In this experiment, four to 16 packets per second (pps) were generated by the attackers to drain energy of the nodes. When the packet authentication method is employed, the nodes can detect false packets, and by dropping those other intermediate nodes, are relieved from the burden of forwarding false reports.

As a whole, the efficiency of our protocol is increased with the number of false packets transmitted by the attackers. The more false packets that are tried to be sent by the adversaries, the more gain we have as those packets cannot travel a long distance toward the base station and thus save the network from consuming unnecessary energy by extra forwarding or transmission. This is, in fact, very helpful for the longer lifetime of the network in a heavy flooding attack in which the attackers try to inject a huge number of false packets into the network data flow.

### 19.7 DISCUSSION ON IMPLEMENTING AN IDS WITH SERP

As we noted earlier, the description of a complete IDS is beyond the scope of this chapter. However, in this section, we briefly discuss the implementation of an IDS alongside SERP, considering different WSN structures. Depending on the network structure used, the location of the employed IDS could be different, which could also affect various parameters in the network. The objective of putting this section is to link up some IDS techniques that could be considered for a network in which SERP is used as the routing protocol. While SERP provides partial protection by providing authentication of packets and minimizing the energy drain, any IDS in particular locations of the network could give the rest of the protection that the network needs for its overall security.
WSN is a highly application-dependent network. Hence, network structures vastly differ depending on the application types. We have discussed the major structures in the introductory section in a more detailed way. However, in this part, for the convenience of the readers, we are recapping the gist of the previously noted information to relate IDS with current discussion:

- **Tree based**—In this structure, the base station plays the role of the main parent node (i.e., root), and sensor nodes take the roles of leaf nodes or intermediate nodes. The one-hop neighbor nodes of the base station can become parent nodes for the second hop neighbor nodes, and this method continues to cover the entire network in this fashion.

- **Cluster based**—In this scenario, the network is divided into clusters with the main base station. Every cluster has its own selected cluster head (CH), which is the medium between cluster members and the base station. In addition, cluster heads are often allowed to communicate among themselves for some specific purposes.

- **Hierarchical**—The network is organized into a tree-like structure with several different types of clusters in it. This structure may have several layers representing parent-child type relationships (at least thematically). Note that this is different than a hybrid model in which a portion of the network is cluster based while some other portion is tree based and some other portion may be of hierarchical structure or combination of all.

Figure 19.8 illustrates these network structures with possible IDS locations at which IDSs can function in a perfect and efficient manner. For instance, in a tree-based structure, it would be perfect if the
IDS could have several mobile agents in leaf nodes and a global agent in parent node (i.e., base station). This helps the IDS to detect attacks with higher accuracy at the same time maintaining less resource [50].

Furthermore, we believe that it would be very efficient to have one IDS agent for a group of sensor nodes (i.e., installed on a cluster head) in cluster-based network structures. Assuming that cluster heads are slightly more powerful devices than their cluster members, we can implement powerful IDS modules on them (which may not be efficient on typical sensor nodes).

It might be a challenging problem to select the perfect IDS locations for hierarchical structure, which includes both tree-based and cluster-based network structures (thematically). Hence, we advise using a combination of mobile agents between layers and static agents in cluster heads.

19.8 CONCLUSIONS AND FUTURE EXPECTATIONS

In this chapter, we considered a dense deployment scenario of WSNs and have proposed an energy-aware routing protocol that ensures data transmission security for the network. According to our design goals, our protocol structures the network in an energy-efficient way; the base station or the intermediate nodes can detect the presence of falsely injected data, and the network is robust enough to node failures. In this work, in case of security, we have mainly considered the delivery of authenticated and encrypted data from the sensors to the base station. To cover various aspects of security in WSN, alongside presenting our protocol, we offered a comprehensive discussion on the features of security that could be considered for such type of network. Also, we offered a discussion on the usage of an intrusion detection system alongside our proposed mechanism to ensure a complete security architecture for an implemented wireless sensor network with maximum security features maintaining the requirement of energy efficiency.

Other security schemes could be built upon our scheme to protect the network from other types of attacks, if any. In fact, there is a lot of scope to extend the work further. As an example, it could be an interesting topic to find out an optimal value of the time interval for periodic restructuring of the network, so that the maximum longevity of the network could be ensured.
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